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1 (9-ft.) slender cone model, with a flare at the base, as reported in Appendix 5.
~Experimental studies of the compressibility effects on the diffusion of hypersonic wakes

are reported in Appendix 6.
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USUMMARY
3A program of fundamental experimental research and analysis has been conducted

to examine two key areas associated with the design of hypersonic vehicles for re-entry and

sustained hypervelocity flight. In the first, and major segment of the program, detailed

measurements were obtained to examine the thermo-fluid dynamics of transpiration cooling

and the separate and combined effects of surface roughness and blowing on the fluid

mechanics of transpiration and ablative thermal protection systems. In the second segment

of the program, we embarked in a detailed experimental examination of compressibility3 effects in regions of attached and separated flows. The first phase of this program was

devoted to studies associated with developing the models and instrumentation to obtain

highl) resolved high frequency measurements in fully turbulent boundary layer at Mach 11,

13, and 15. While in the second phase of this program, segments were concentrated on the

development of the direct measurement of density fluctuations using high pressure electron

beam techniques. During this contract we also took the opportunity to analyze and publish

important measurements made in an earlier program demonstrating compressibility effects3in hypersonic turbulent wakes. A new high pressure reservoir wvas designed and fabricated

during the course of the program to increase the performance of the experimental facilitY.U
During the past five years under AFOSR's sponsorship, we have conducted

detailed experimental studies of (1) the effects of surface roughness only on the aerothermal

characteristics of ablated noseshapes and slender re-entry vehicles (Appendix 1); (2) the

effects of combined roughness and blowing on the heat transfer and skin friction to slender

MRV's (Appendix 2); (3) the effects of surface blowing on the distribution of heat transfer

and skin friction together with flowfield properties on slender transpiration-cooled re-entry

vehicles; and (4) the effects of the properties of the injectant on the aerothermal

characteristics of transpiration-cooled slender re-entry vehicles (Appendix 3).

During the latter part of the program, our efforts were focussed toward the

examination of the dynamics turbulent structure of attached and separated regions of shock

wave/turbulent boundary layer interaction hypersonic flow. The results of our initial

studies empl, Aing the electron beam technique to obtain mean density measurements

through the turbulent boundary layer over the cone were rcported in Appendix 4. Tnese

studies demonstrated that to obtain the resolution necessary to determine the structure of

wall regions of the turbulent boundary layer, it is necessary to obtain very thick interaction

regions During the latter part of this program, we accomplished this by using a very large

I
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5 1.0 INTRODUCTION

Recently, intense use of numerical solutions of full or reduced timc-averaged

Navier-Stokes equations has resulted in significant progress in the development of efficient

I and stable numerical algorithms and a greater understanding of gridding techniques.

However, little progress has been made in developing fluid mechanical models required for3 these codes. In many instances, the phenomena of greatest importance in the aerothermal

design of advanced vehicles are also the most difficult to model in the codes. These

modeling problems include non-equilibrium chemistry and catalytic wall effects, boundary

layer transition, and non-equilibrium development of turbulent boundary layers in regions

of strong pressure gradients and separated flow and mass addition and combustion.

Meaningful advances must be made in the prediction of flow phenomena so that the

imbalance in research, particularly in hypersonic flows, may be redressed and experimental

3 studies conducted to examine these problems in depth. In the development of advanced

prediction techniques required to design and predict the aerothermal loads on sophisticated,

airbreathing maneuverable hypersonic vehicles, there are a number of key flow/field and

flov/surface interaction phenomena that must be modeled which require the insight and

measurements of detailed experimental study. The modeling of the turbulent flow structure

over transpiration-cooled and rough ablating surfaces requires a detailed understanding of

the mixing process between the injected fluid, the roughness elements, and the fluids at the

base of the turbulent boundary layer. Large surface ablation resulting from heat transfer

rates generated on the windward ray of the ablative heat shield close to the nosetip and on3 the control surfaces of vehicles flying at high angles of attack are of critical concern to the

designers of missiles that maneuver during re-entry. To develop an accurate predictive

capability to describe the ablation rates of the nosetip, heat shield, and control surfaces, it is

necessary to understand and model the separate and combined effects of surface blowing

and surface roughness.

To develop and evaluate prediction schemes that will accurately describe the effects

31 of combined roughness, blowing, and entropy layer on the aerothermal performance of

slender, rough ablating cones, we conducted experimental studies under hypersonic, high

Reynolds number, and highly cooled wall conditions. The models were constructed with

well-defined roughness and blowing characteristics. The correlations of the measurements

from these studies can be used to directly evaluate the accuracy of aerothermal models

currently in use in "shape change" codes, while individual sets of measurements can be

I
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I compared with more detailed calculations of combined roughness and blowing on sharp

* slender cones.

In the second part of the program, an experimental stud) was conducted in which

an electron beam, and pitot and total temperature probes were used to measure the mean

and fluctuating density, and mean static temperature across a Mach 7.5 turbulent boundary

Slayer over a 4-ft long 6* sharp cone. The experimental studies were conducted in the

Calspan 96" Tunnel at a freestream Mach number of 8.5 and unit Reynolds number of 5 x

106. Our initial use of this technique has demonstrated a potential to obtain fluctuation

measurements up to frequencies approaching 1 MHz. Additional improvement is expected

when more advanced optics are used. The mean rotational temperature through the

boundary layer .vere determined from spectra obtained using an Optical Multichannel

Analyzer. The electron gun has proven highly reliable and has the potential to work at

3 equivalent densities up to over 100 torr. Further developments are anticipated employing

an electron beam to stimulate a gas which is examined using a resonant laser technique.I
During the final phases of this program, an opportunity was presented to complete

3 the analysis of and publish measurements made in an earlier program which could shed

light on turbulent compressibility effects in hypersonic flow. Specifically, the turbulent

diffusion of a hypersonic turbulent wake show significant compressibility effects which

mannerfert themselves as dramatic changes in wake growth. In the experimental program

presented in Appendix 5, measurements were made to examine the effects of Mach number

3 and Reynolds number on the structure and growth of the wake behind a slender cone.

3As a part of the overall experimental effort to obtain fully turbulent flows at the

highest Mach numbers and Reynolds numbers, additional experimental hardware and

U associated instrumentation has been constructed and assembled to enhance the unit

Reynolds number and run times for current and future AFOSR experimental programs.

These modifications are centered around the construction of a new high pressure driver

reservoir. This high pressure driver reservoir was designed and successfully tested and is

being now incorporated into the tunnel.

I
I
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U 2.0 REVIEW OF RESULTS FROM RESEARCH PROGRAM

2.1 STIDIESOFTLE AEROTHERMODYNAMICS OF TRANSPIRATON-
COOLED AND RO UGH AND ABLATING HYPERSONIC VEHICLES

I The development of design codes for transpiration and ablatively-cooled re-entry

vehicles is of significant importance to the Air Force. The codes currently in use for this

3 purpose are, in general, based on technology developed over fifteen years ago and was

based on a very weak experimental database. In fact, most codes were "tuned" to match

3 flight measurements of nosetip recession which were not only relatively inaccurate but also

were for a specific set of vehicle materials and flight conditions. Also, the predictive codes

employed empirical correlations to describe the enhanced stagnation point heating.

However, the major problem in these codes is they employ an effective roughness

(basically determined from flight data) which in effect controls the level of heating and

ablation of the nosetip. However, our experimental studies have indicated that for

relatively low levels of blowing, the coolant layer effectively covers the roughness

3 presenting an effectively smooth surface to the flows.

U In the studies to examine the effects of transpiration cooling and surface roughness

and blowing on the aerothermal characteristics of turbulent hypersonic boundary layers

I over transpiration-cooled, rough hypersonic vehicles, detailed surface measuremerts were

made that provide a basis for the direct evaluation of the basic modeling of key phenomena

in advanced computational codes. Experimental studies were conducted at Mach numbers

of 11, 13, and 15 for turbulent flows over transpiration-cooled and rough and smooth

blowing models in which the blowing parameter B' was varied from 0.01 to 5. During this

program three ne% and unique transducers were developed and successfully used to

measure skin friction and local and average heating on the rough transpiration-cooled

Isurfaces. Two types of heat transfer gages were developed, a calorimeter gage and a multi-

element thin-film gage. These gages were used to obtain both average and local heating

measurements to determine the effects of mass addition on cone heating. The distribution

of heating over and bctwecn the rough.iess elements was determined for a range of blowing

rates and freestream conditions with the multi-element thin-film gage. The thin-film

elements were distributed over the roughness elements and on the base between the

roughness elements and the injection passages. A new skin friction gage, in which there

3~was blowing through the floating sensing element, was used to measure the effects of

blowing and roughness on surface shear. The results of the measurements with theseI
I
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I gages are presented together with comparisons with earlier measurements at lower Mach

numbers and with the results of semi-empirical prediction techniques. These studies are

I described in detail in Appendix 1.

Heat transfer, skin friction, and pressure measurements were obtained along the

models for a range value of the blowing parameter ml/QeUeCHo from 0.10 to 5, using a

3 nitrogen injectant. Holographic interferometry was used to examine the characteristics of

the hypersonic flowfield around the MRV model. The measurements were correlated, in

terms of the major scaling parameters, and are also compared with earlier measurements at

lower Mach numbers. Comparisons are presented with computations made with the

BLIMP code, which demonstrate that this code is in relatively good agreement with the

experimental data for small bloving rates. However, for B'> 0.5, the code significantly

under-predicts the effectiveness of transpiration cooling. For these high blowing levels,

Iwhere (in the extremes) boundary layer blowoff occurs, boundary layer theory (BLIMP

code) is inadequate, and solutions to the full or reduced time-averaged Navier-Stokes

3 equations are required. These studies are reported in Appendix 2.

The effects of molecular weight and specific heat of the injectant on the turbulent

heat transfer to and skin friction of to a sharp slender transpiration-cooled cone in

hypersonic flow were then investigated; this study was conducted at Mach numbers of 11

and 13 for local Reynolds numbers of 100 x 106 and 50 x 106, respectively.

Measurements of heat transfer, skin friction, and pressure were obtained along the cone for

3blowing rates (i/QeUeCHo ) from 0. 10 to 5, using helium, nitrogen, and freon injectants.

The characteristics of the hypersonic turbulent boundary layer were determined with

3 holographic interferometry Miniature heat transfer instrumentation was used to obtain the

detailed distribution around each injection port. Calculations using the BLIMP code and

the HEARTS Navier-Stokes code were compared with the experimental measurements.

Correlations involving the effects of injection rates and gas properties on the heat transfer

and skin friction are presented in terms of the relevant non-dimensional parameters. These

U studies are described in detail in Appendix 3.

2,___ STUDIES -Of -COMPRESSIBILITY -EFELCTS IN _AREGIONS-DF
SHOCK _WAVE/TURBULENT_ BOUINDARY _LAYER INTERACTIONAN
HYPERSONIC FLOWS

Powerful numerical techniques based on the Navier-Stokes equations are available

Sfor the prediction of hypersonic viscous flowvs. Providing these flows are laminar the

U
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accuracy of the results of the computations is impressive [Rudy et al (1989)] (Appendix 7).

However, if the hypersonic boundary layers or shear layers are turbulent, agreement with

meas,'red data is often unsatisfactory as a result of serious shortcomings in the time-

averaged models used to represent the turbulence. The structure of turbulent boundary

layers hypersonic speeds is poorly understood. This in part results from the paucity of

measurements to define the fluctuatory characteristics of the turbulence which is in turn

3 related to the severe difficulties in developing suitable instrumentation to make accurate

measurements in high Mach number flows. However, without a better physical

understanding of the characteristics of the time dependent properties of these flows, the

validity of turbulence models cannot be meaningfully evaluated.

I Most models of turbulence used to describe compressible flows have been derived

from concepts developed from low Mach number or other incompressible flowvs where

fluctuations in thermodynamic quantities (density. temperature, etc.) are small enough to be

neglected As the Mach number increases these fluctuations become more important and at

hypersonic speeds, they can be the most significant varying quantities. Furthermore, in

many important flows there are features which pose difficulties in modeling. For example,

in regions shock/bound-3 layer interactions, which are regions of intense heating. The

%vay in which the turbulence responds to the rapid changes in flowv conditions presently

poorly understood.

During this part of the program our efforts were focussed towyard the examination

3 of the dynamics turbulent structure of attached and separated regions of shock

%,ave/turbulent boundary layer interaction hypersonic flow-. The results of our initial

studies employing the electron beam technique to obtain mean density measurements

through the turbulent boundary layer over the cone were reported in Appendix 4. These

studies demonstrated that to obtain the resolution necessary to determine the structure of

wall regions of the turbulent boundary layer, it is necessary to obtain very thick interaction

regions. During the latter part of this program, we accomplished this by using a very large

(9-ft) slender cone model, with a flare at the base, as reported in Appendix 5. These

studies were conducted in the Calspan 48-inch and 96-inch shock tunnels at Mach numbers

3 of II and 13 and local Reynolds numbers up to 200 x 106. The analysis of the results

from the earlier studies together with further bench tests demonstrated that, while the new

3 system could be used to obtain good mean density measurements, the optical and electronic

systems were not fast enough to process frequencies approaching 1 MHz, which are

I required to followx the turbulent fluctuations in these hypersonic flo\s We ha\e been
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U performing studies to enable us to record and analyze turbulent density fluctuation

measurements for frequencies approaching 1 MHz. To capture sufficient light to provide

enough photons to fall on the detectors to respond in 2 microseconds, we have had to

redesign the optical system Here, in addition to the large aperture custom-designed lens

and mirror system, we have installed the detectors on vibration mountings inside the

model. These optics give us the ability to obtain a 0.010 inch resolution across a 1.5 inch

3 thick viscous layer. The 10-channel photodetector system will have a frequency response

of 1 MHz and its output will be recorded on a solid state recorder with a sampling rate of

3 5 MHz. This program is being continued under a current AFOSR grant.

2.3 EXPERIMENTAL STUDIES OF - TURBULENT -_WAKES BEHIND

SHARP SLENDER CONES

3 At the end of this program we completed the analysis of an experimental program,

conducted in the Calspan 96-inch Shock Tunnel, in which studies were made of the effect

3of controlled mass addition from the conical surface of a slender cone on the structure and

development of the "low-altitude" turbulent wake. The studies were conducted at Mach 11

and 13 and at Reynolds numbers based on the wetted length of the cone from 15 x 106 to

30 x 1(06. Measurements of pitot and static pressure, total temperature, heat transfer, and

mass concentration were made for 10 < X6CDA < 80 for three rates of mass addition.

From these studies, we have determined a quantitative relationship between the rate of mass

addition and the wake velocity for conditions where the boundary layer over the cone is

5full) turbulent- The profile measurements demonstrated that the viscous wake did not

increase significantiy in size with mass addition, and that "wake narrowing" ma, result

from fluid dynamic as well as electromagnetic phenomena.

3 2.4 FABRICATION OF HIGH PRESSURE RESERVOIR

As a part of the overall experimental effort to obtain fully turbulent flows at the

highest Mach numbers and Reynolds numbers, additional experimental hardware and

associated instrumentation has been constructed and assembled to enhance the unit

Rexnolds number and run times for current and future AFOSR experimental programs.

These modifications are centered around the construction of a new high pressure driver

3 reser' oir This high pressure driver reservoir was designed and successfullN tested and is

being no%% incorporated into the tunnel.I
U
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STUDIES OF SURFACE ROUGHNESS AND BLOWING EFFECTS
ON HYPERSONIC TURBULENT BOUNDARY LAYERS OVER SLENDER CONES

5 M.S. Holden*

Abstract

Studies are presented of the effects of surface close to the nosetip and on the control surfaces of
roughness and blowing on the aerothermal characteristics vehicles flying at high angles of attack will be of critical
of turbulent hypersonic boundary layers over rough concern to the designer of missiles that maneuver during
transpiration-cooled slender cones. These detailed re-entry. To develop an accurate predictive capability
surface measurements provide the basis for the direct to describe the ablation rates of the nosetip, heat shield,
evaluation of the basic modeling of these phenomena in and control surfaces, it is necessary to understand and
advanced codes. Experimental studies were conducted model the separate and combined effects of surface
at Mach numbers of II, 13 and 15 for turbulent flows blowing and surface roughness. Our recent studies of
over rough blowing models in which the blowing roughness shape and spacing effects on ablating and non-
parameter B' was varied from .01 to 5. Three new and ablating slender cones (Ref. I) suggest not only that the
unique transducers were developed and successfully used subsonic studies are inapplicable to the heating of heat
to measure skin friction and local and average heating shields in hypersonic flow, but also that the basic
on the rough transpiration cooled surfaces. Two types modeling of the roughness drag and mechanisms of
of "roughness and blowing" heat transfer gages were heating in the theoretical models is highly questionable.
developed, a calorimeter gage and a multi-element thin
film gage. The calorimeter gage was constructed with The measurements made in earlier studies of
a silver calorimeter element containing two roughness transpiration cooling conducted with transpiration cooled
elements and insulated injection passages molded into it. nosetipsl were designed principally to determine whether
A nickel thin film resistance thermometer is to sense blockage effects of mass injection are as large as
the temperature of the calorimeter element. This gage predicted by the current codes. The measurements on

was used successfully to obtain average local heating the model with zero blowing, presented in Figure 1,
measurements to determine the effects of mass aodition clearly show that the intrinsic roughness of the surface
on cone heating. The distribution of heating over ana causes heating enhancement factors of over 1.7. In fact,
between the roughness elements was determined for a it can be seen by comparing Figures 1 and 2 that the
range of blowing rates and freestream conditions witn heat transfer measurements on the conically rough
the multi-element thin film gage. The thin film elements hemisphere are in good agreement with those obtained
were distributed over the roughness elements ana on the on the non-blowing transpiration-cooled nosetip.
base between the roughness elements and the injection However, when a small amount of blowing (iii ipe ax,,
passages. A new skin frict.ion gage, in which there was = 0.032) was introduced, the heating rates over a major
blowing through the floating sensing element, was used part of the transpiration-cooled model dropped to levels
successfully to measure the effects of blowing and close to those recorded on the smooth model, as shown
roughness on surface shear. Two roughness elements in Figures 2 and 3. It could be postulated on the basis

were molded into the surface of the transducer anr of these measurements that the initial effect of mass
injection passages are incorporated into the gage. The addition from a rough ablating nosetip is to modify the
resuit of the measurements with these gages are flow around the roughness elements by eliminating the

l presented togetner with comparisons with ear!ier cavity flows between them in such a way that the
measurements at lower Mach numbers and semi-empirical momentum defect is small. If the effect of mass addition
predicton techniques. is to remove surface roughness as an important charac-

teristic parameter, a series of questions are posed for
I. Introduction the correlation of flight measurements in terms of an

effective surface roughness and the computational
In the development of advanced prediction procedures in which the ablation rate is determined from

techniques required to design and predict the aerothermal heating levels enhanced by surface-roughness effects.
loads, on sophisticated maneuverable airbreathing hyper-
sonic vehicles, there are a number of key flow/field and Mass addition at the base of the boundary layer
flow/surface interaction phenomena that must be results in a reduction in momentum in the wall layer,
modelled which require the insight and measurement of which, like roughness, will make the boundary layer more
detailed experimental study. The modelling of the tur- susceptible to separation. However, injecting mass into
bulent flow structure, of the flow over transpiration- the boundary layer will also severely distort the
cooled and rough ablating surfaces, is an area where a temperature and velocity distribution at the base of the
detailed understanding of the mixing process between the boundary layer, which has the potential to cause a
injected fluid, the roughness elements, and the fluids at reduction in heat transfer and skin friction to the wall.
the base of the turbulent boundary layer is required. Because momentum reduction on rough walls at the base
Large surface ablation resulting from heat transfer rates of the boundary layer results principally from the form
generated on the windward ray of the ablative heat shield drag of the roughness elements, the introduction of
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additional mass at the rough wall could significantly flows really exist on rough surfaces constructed from
change the basic mechanisms that control momentum and three-dimensional roughness elements? Is the structure I
energy exchange. Our experience with transpiration- of the flow around the elements also dependent upon the
cooled nosetipsl as well as tnose of Voisinet 2 on wind local Reynolds number, a parameter not taken into
tunnel walis suggests that calculating the combined account in any such correlations? If an effective
effects of mass addition and surface roughness (as is roughness height can be accurately determined from a I
done in most prediction techniques) by using the product 'bump curve', this dimension must be combined with key

of the 'influence factors', based on measurements of the fluid dynamic properties to yield a non-dimensional
separate effects of roughness and blowing, is invalid, parameter or groups of parameters with which to

characterjze the flow. The roughness Reynolds number
To develop and evaluate prediction schemes that Ze k ( originally used by Nikuradase, and the

will accurately Oescribe the effects of combined non-dimensional roughness heights K/6, K6e, and
roughness, blowing and entropy layer on the aerothermal K/e, (where P , A,, , and Sr are the displacement,
performance of slender rough ablating cones, we must momentum, and thermal energy thickness respectively),
conduct experimental studies under hypersonic, high- have all been used to correlate the aerothermal effects I
Reynolds-number, and highly cooled-wall conditions. The associated with boundary layers over rough re-entry
models should be constructed with well-defined roughness vehicles. To date, however, no single parameter or
and blowing characteristics. The correlations of the combinations of parameters (e.g., ke K, -g ) has been
measurements from these studies can then be used to used with any great success to describe the general I
directly evaluate the accuracy of aerothermal models similitude of turbulent boundary layers in supersonic and
currently in use in "shape change" codes, while individual hypersonic flows over rough, highly cooled walls.
sets of measurements should be compared with more 8
detailed calculations of combined roughness and blowing The studies of Dirling ettermann9 , Dvorak 0,
on sharp slender cones. Simpson 1 and more recently Lin and Finson have

provided further insight into the basic effects of

11. Review of Related Studies roughness shape and spacing on the characteristics of
the rough wall boundary layer and skin friction and

Studies of Surface Roughness Effects in Hypersonic Flows heating to a rough surface. Dvorak combined the effects I
of roughness shape and spacing into a single parameter

Because most predictive techniques employ an A (the roughness density), defined as shown in Figure 5.
effective sand-grain roughness as the single length scale He linked the downward shift in the velocity profile
characterizing roughness size, there continues to remain AU/t7f ,  to a combination of roughness Reynolds U
a key problem in relating the topography of a given number ReKl(aUtKjiw) and A through the relationship
surface to a snd-grain height. The experimental studies
of Nikuradase and Schlichting7 , both hydraulic pipe flow V (L..) & (U
studies, were principall, responsible for the selection of -Z_ __-_)+A- __ ( K (_)

sand-grain roughness as the standard against which to I
measure relative effects of other types of roughness. In incompressible flows the smooth regime, where the
Although this standard has been frequently employed, the surface~shear is entirely due to viscous shear, is defined
topographical characteristics of a sand-grain surface have by ac K < 5. For Re g > 30 , the surface shear
yet to be defined. In fact, because of the experimental is composed of form drag on the roughness elements
difficulties involved in the preparation and inspection of combined with viscous shear. %%hen ReK , 7o , the

rough surfaces inside a small-diameter pipe, it is surface shear results principaliv from drag, and viscosity
surprising that Nikuradase's results are as consistent as is no longer a factor in controlling the velocity profile.
reporteo. For fully developed pipe flows, Nikuradase For fully rough flows, Equation I can be rewritten
established that the parameter controlling the similituoe
of the flows is the roughness Reynolds number (U.K/2'w). ._. . l /._A_ 1 _ .L 't )
This parameter (eK ) was selected in many subsequent . - ' L K " )-.A -a

studies to characterize boundary layer flows where other
non-dimensional groupings (such as As! S. R,! , etc.) where
might have been considered mc . valid. ALt _ 7 (3"

The Schlichting studies, conducted with roughness -" '(

of well-defined geometric shapes, provided the first set U
of measurements which could be reproduced in both which is a function of the roughness densit). Here it

experimental and theoretical studies. The results from should be noted that -F(A) -A -1 where 1'7 is the velocjtl
these studies, together with those from a number of close to the top of the roughness elements and A (z 5)
subsequent investigations in subsonic adiabatic flows, is the smooth wall constant. Now the definition o I
were correlated b) researchers to yield relationship Nikuradse's sand-grain roughness is basicall)
between an "effective sand-grain height" and parameters
which describe the geometric features of the surface. V _ 5
This further perpetuated the use of sand-grain roughness T7
as a standard. The Dirling8 correlation, which is shown
in Figure 4, is one such plot, from which an effective Hence, combining equations 2 and 3 we obtain
sand-grain roughness height can be determined from
knowledge of peak-to-valley roughness height together f 3 (A)
with the shape and spacing of the roughness elements. - N S -7(
While there is little direct supporting experimental
evidence, the "lambda" form of the correlating curve is
assumed to reflect a sudder change in flow% structure Bettermarn and Dvorak suggest that the subsonic
from an "open" to a "closed" cavit) floA around (between) measurements should be correlated b) two relationships:the roughness elements as the spacing between the
roughness elements is varied. Do open and closed caviiN
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For If we assume that the product of the blockage

I < A, < 4. 68, ;."A) = 17.35 CJ6Z5/ A-I ) (5) factor and are invariant with rough shape and space,

then for constant local free stream condition, we get
And for the Dvorak-Simpson Parameter:

A > 4. 68 , f(A)= - 95 (. 103 4 O 0,o A-i) (6) CH ROa A

The existence of two regions has been rationalized on
physical grounds, supported by experimental studies in
two-dimensional flows. There is serious debate about A slightly different form can be obtained by the subsonic
whether a significant change in flow structure occurs as blunt body approximation
three-dimensional roughness elements are drawn together.
Certainly the measurements with stone roughness do not C D C0  F (ALP/AwS)
exhibit such a trend. This is particularly unfortunate,
since Nikuradse's data falls on the line constructed

principally from data obtained on roughness constructed and using 15 rather than As/A-p to obtain the
by two-dimensional machined grooves. correlation in terms of the Dirling1 5 parameter,

Finson's engineering model based on the early C I(+ Ap /s, "
concepts of Liepmann and GoddardI 4 and his (Finson's)
detailed numerical calculations provides a good basis for
interpreting the physical phenomena of key importance where the various areas are illustrated in Figure 36.
in rough wall heating, as well as a relatively simple
prediction technique. The shear on a rough wall can be In recent studies of the effects of roughness shape
expressed as the sum of the viscous and form drag of and spacing on the heat transfer and skin friction to the

the rough surface: roughness, nosetips, frusta and flaps of a typical MRV
configuration, Holden used both the Dvorak/Simpson

T Z ~~~parameter A.4Ap and the Dirling prmtr n

ee studies, the effects of roughness shape and spacing on
* the heat transfer and skin friction both for surfaces with

where B) is the blockage factor, andd () and D are sand-grain roughness and those constructed with
the diameter of the roughness element and the spacing geometrically well-defined hemispherical and conical
between elements, respectivel). From his detailed roughness elements were examined. Also, heat transfer,
numerical solutions, Finson showed that and L4 were skin-friction, and pressure-distribution measurements

relatively constant between the base and top of the were obtained on spherical and ablated noseshapes,
roughness element at values OR, uk close to the top o, conical frusta, and control surfaces in hypersonic flo%.

The results of this work have demonstrated that the low-
the roughness. Equation (7) becomes speed measurements of Nikuradse 1 6, Schlichting1 7 , and

others, and the correlations of Dirlingl8/Simpson1 9 ,

R2 U . C K )AF cannot be used directly to predict rough-wall heating and
C,,,,.,, ,ve e " A! skin friction in supersonic and hypersonic flows over non-

adiabatic surfaces. Even the more solidly founded

where ithe ratio of projected area of the prediction scheme developed by Finson 20 , which is based

whee lement in the direction of the flore to total upon his detailed numerical solutions, consistently
area of the flowk on which, they stand, anG B is overpredicts the roughness-enhanced heating levels in
theaaverage o of - e) sa a -- high-speed flows. While direct measurements of the skin

e of .) friction and heat transfer to geometrically well-defined

Fr compressibe fows Finson found that rough surfaces provide the opportunity to more closely
evaluate the accuracy of the current shape-change codes

U 0. 2 2) and the more fundamental treatments like that of Finson
Re Ap in high Mach number, high Reynolds number flows, there

where remains a basic need to define more closely the
fundamentals of the fluid dynamics which control
momentum and energy exchange in high-speed flcws overI~ -. adiabatic and non-adiabatic rough surfaces.

e Z Te- TeCCombined Blowing and Surface Roughness Effects in Higth-
Speed Flows

Therefore, assuming 4. is the smooth wall heating level, The models used in the current codes to describe

it is possible to relate the rough wall skin friction to the effects of surface roughiiess in the presence of

the smooth wall value in the generalized form surface blowing unfortunately have little foundation in
physical modeling and even less support from

K i K experimental measurements. While there have been a
PK ('M-e-), D) series of experimental studies from Nikuradase to Holden

to determine the effects of surface roughness, skin
friction, and heat transfer, little work has been done to

The relationship for heat transfer is assumed of the same examine the separate and combined effects of surface
form blowing and surface roughness on the heat transfer ano

C K, skin friction to rough surfaces. In fact, only two studies
Tw ,- - (,5,- , CT ) are available to substantiate theoretical modelings. One

, me 9 / study conducted in low speed flow (v =5 ft/sec) b)
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Healzer et al, 21 and a second by Voisinet 22 in a wind A correlation of the measurements on
tunnel wall with Mach 3 airflow in the absence of heat transpiration-cooled "smooth" flat plates and cones at U
transfer, where the key parameters were orders of lower Mach numbers are shown in Figure 6. Measure-
magnitude different from those encountered in hypersonic ments by Holdenl on transpiration cooled nosetips and
re-entry. In the Healzer studies, the surface was con- are compared with the earlier measurements in Figure 7.
structed with hemispherical roughness elements while These measurements are compared with the results of I
Voisinet employed a porous surface constructed from wire current studies in Section IV subheading three.
mesh. In both cases, an effective sand-brain roughness
height was selected from Nikuradase 3 or Dirling2 4 Ill. Experimental Program
correlations of low speed roughness measurements. In
the Healzer studies, the skin friction measurements were Objective and Design of the Experimental Study
deduced indirectly from velocity profiles and momentum-
integral techniques. While this reduction technique can The objective of this experimental study of blowing
be relatively accurate for the non-blowing case, when and roughness effects in high Reynolds number hypersonic
applied to experiments with surface blowing, the accuracy flow was to obtain detailed surface heat transfer and I
of the technique is poor. Apparently, this was the case skin friction as well as flow field measurements, to
because Healzer did not present correlations of his skin evaluate the models of the surface/flow field interactiii.
friction measurements. One very interesting feature of The development of advanced computer codes which, in
the results of the Stanford 25 study is the form of this principal, can be used to describe the macroscopic
expression to correlate the effects of heating on rough features at the base of the boundary layer, has basically
walls: outmoded the use of surfaces with poorly defined

roughness characteristics such as "sand grain" roughness.
", V.V ,. I ,/ V /# A review of surface roughness studies suggests that the

I,= ( p j definition of sand grain roughness is related more to a
SrP 1e"e e s_"eCJ 'eCH theoretical criteria based on a measured velocity profile

rather than the geometric characteristics of the surface.
In fact, Nicaradase 31 , who first introduced sand grained

This is very similar to the form of the correlation roughness based bonding sand grains "end to end" to a
developed at Stanford for smooth walls. Here it should surface, noted that sand of the same size from a different
be noted that the non-blowing value of heating coefficient geographic location exhibited different roughness
was taken at the same enthalpy thickness as in the characteristics. From the viewpoint of generating
blowing case, rather than at a common Reynolds number measurements with which to provide a definitive
based on scale length. These measurements were evaluation of predictive techniques, it is important that
compared with a prediction scheme based on a modified the roughness geometry is well defined. Schlicting was
Van Driest method for rough walls. However, because the first researcher to obtain measurements on surfaces
they were tailored to this specific experiment, the) have whose geometric roughness could be reproduced in both
not been used in shape change codes. theoretical and experimental studies. From the results I

of these and subsequent studies in subsonic, adiabatic
Voisinet's 26 studies of the combined effects of flows, an empirical relationship was devised between

roughness and blowing were conducted at Mach 6 under roughness shape and spacing and an "effective sand-grain
adiabatic wall conditions (q, = 0) on a wind tunnel wall. roughness height." The correlation of the measurements
Only surface skin friction measurements were made further perpetuated the use of "sand grain roughness" as
during Voisinet's studies. This is unfortunate because a standard.
while modified Reynolds analogy relationships (however
poor) have been developed for rough walls, linking skin The single parameter characterization used in
friction to heat transfer in the presence of both roughness many "shape-change" codes designed to predict change
and blowing is a very difficult theoretical task. However, in the noseshape of an ablating nosetip as it re-enters

Voisinet's measurements have clearly demonstrated that the atmosphere is based principally on measurements in
the combined effects of flowing and roughness on skin low speed, low temperature flows at Mach numbers and
friction cannot be described in a simple manner. First, Reynolds numbers differing significantly from re-entry I
Voisinet found that on the tunnel wall, where the conditions. In these studies, the surfaces were
experiments were conducted, the effects of surface characterized by parameters such as K/6 , K4/ and Tw/To.
roughness alone on skin friction could be correlated in The roughness shape parameter (A ), which has been
terms of the roughness Reynolds number, ReK. This is defined in various ways by different investigators, car
a result consistent with earlier measurements on be generally expressed as the product of the spacing U
adiabatic walls by Goddard 27 and Reda 28 . In contrast, ratio (D/K) and a parameter related to the shape of the
measurements on models placed in the flow involving roughness element or its drag coefficient. The
significant levels of heating (Tw/To > 0.5) have in general relationship between K/Ks and the shape parameter A
correlated better with parameters like K /6 , K /0 or (the lambda curve shown in Figure 5) exhibits large I

K / 5 T; which, as shown by the theoretical studies of changes in Ks for small changes in A. A key question
Dvorak and Finson, should have greater relevance to is whether the correlation is sensitive to flow structure
roughness effects on re-entry vehicles. Voisinet's studies between the roughness elements resulting from changes
demonstrated that the effects of surface roughness and in the local Mach number and Reynolds number. In the
blowing on skin friction cannot be deduced from simple present study we elected to use a surface with a spherical
expressions derived from the measurements made of each roughness characteristic of a sand grain surface with
of the separate effects. Correlations were presented to some roughness height.
enable skin friction to be deduced in the presence of
combined roughness and blowing. Extrapolating these Experimental Facilities and Test Conditons
measurements to flows at higher Mach numbers over
highly cooled surfaces, as well as inferring changes in The experimental program was conductec in
heat transfer from the skin friction measurements, is Calspan'. 96-inch Shock Tunnel at freestrearr, Mach
obviously highly speculative, numbers from li to 16, for Reynolds numbers up to I0 !
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1 0 E and wall-to-freestream stagnation temperature -calorimeter element is mounted in a Macor holder and

ratios of 0.1 and C.2. At Mach numbers up to 13, the passages for the coolant are installed with a highly
boundary layer transition is complete on the completely insulating adhesive.
smooth models within six inches of the nosetip. For the
blowing model at Mach numbers up to 16, transition is One of the skin friction gages that was designed,
within six inches from the nosetip. These studies were developed and constructed is shown in Figure 12. After
conducted at roughness Reynolds numbers (ReK) from 20 a number of different approaches were tried, a design
to 300 on the conical forebod) and 200 to 2000 on the was developed with non-metric coolant passages passing
flap, thus covering transitional to fully roygh regime. through the metric diaphragm with very little clearance.
Non-dimensional blowing rates, B'h : -" - , from Such tight clearances are allowed because the crystal
0 to 5 were used in the studies. - and rubber support and measuring system on which the

diaphragm is mounted is very stiff, so that deflection
Models The slender cone model which was used in the under load is insignificant. The gage has a linear response
experimental studies is shown in Figure 8. The model up to 0.7 psia and a nominal sensitivity of 20,000 mV/psi.
has a transpiration cooled surface fed from eight high-
pressure reservoirs through eight Valcor fast acting Pressure measurements were made using flush-
valves. Each section of the model is constructed with mounted Kulite transducers. Pressure gages have been
six zones that run from the front to the rear of the mounted flush with the silicon skin to record the pressure
model. This enabled us to vary the blowing circum- fluctuations, as well as the mean pressure.
ferentially to simulate the effects of differential blowing

resulting from model incidence. To distribute the gas Holographic Interferometry
from the reservoirs uniformly to the surface, each model
employs a matrix of distribution passages. Holographic interferometry was used to make

flowfield measurements. Interferograms of complex
As in our earlier studies of the effects of patterned flowfields provide good qualitative basis for evaluating

roughness on the aerothermal characteristics of nonporous some of the important phenomena that control the
slender cones, we used hemispherical roughness elements, characteristics of these flows. CUBRC's holographic
A molding technique that was developed at Caispan to recording system, as shown in Figure 13, was used in
produce a number of different roughness patterns was this stud'. 3 3 Both single plate and dual plate techniques

used to obtain the smooth and rough surfaces. The low are required to record holograms, which are subsequently
velocity mass addition between each roughness element used in the playback step to obtain shadowgrams,
occured from passages molded in the skin between the Schlieren photographs, and interferograms of the tests.
flow, which was controlled by sonic orifices at their
base. This latter technique was employed very suc- IV. Results and Discussion
cessfully in our earlier transpiration-cooled studies %..)ere
we were able to obtain precisely controlled blowing The experimental studies were conducted at Mach
conditions. The floh from each hole in the model was Numbers of i and 13 for a range of blowing rates (B'
controlled by eight sonic orifices in the model skin that from 0.01 to 5). Both sharp and blunt nosetip
were fed from plenum chambers in the model. The flow configurations were employed in this study, however the
from each orifice was releasec into a cylindrical passage principal emphasis was on flows which were not
molded in the rubber skin between each roughness influenced by entropy swallowing effects. The molecular
element. The area rat:o between the orifice and circular weight of the injectant was varied by diluting the

passage allowed njectant flows from the surface at principal injectant nitrogen wAth helium to provide a gas
velocities of approximatel) 100 ft/sec. While this type with a molecular weight similar to that of a typical
of model construction is a painstaking task, the end ablator. A major objective of the current study was to
result, which is an experiment where surface roughness investigate the effects of blowing on boundary layer
and blowing are completely defined, is worth the effort. separation. Measurements were made for a series of
Because we used choked orifices over the entire model, flap angles, which in the absence of blowing, the flow
mass flow from each model zone was precisely controlled was attached. \e also studied the effects of blowing
b) plenum pressures. Mass flows over the model were and roughness on flows which were well-separated. A
unaffected by the distribution of surface pressure on matrix of the runs made in the current experimental
transients associated with tunnel starting. Although program is shown in Figure 14, and the test conditions
spherical roughness elements were used in the current reported in Figure 15.
studies, this technique can be used to construct rough
surfaces that replicate any ablated surface. Performance of New Heat Transfer and Skin Friction

Instrumentation

Surface Instrumentation The thin film heat transfer
instrumentation developed to measure the surface A significant accomplishment in this study was
distribution of heat transfer to the roughness is shown the development three new types of instrumentation to
in Figures 9 and 10. The two instrumented hemispherical obtain detailed measurements in the presence of
roughness elements can be rotated in the holder to roughness and blowing. To provide information which is
provide measurements on the windward and leeside of direct value to those attempting to model the macro-
surfaces of the element. Also, the gage can be rotated scopic flow mechanics around the roughness elements,
in the holder to provide greater details of the heat we must provide measurements of the heat transfer
transfer at the base of the roughness elements. As in distribution around and at the base of the roughness
the rest of the model, the blowing velocities were in elements. These measurements would be of little use if
the range of 8, to 300 ft/sec, generating dynamic the gages themselves were not an integral part of the
pressures of less than 1% of the freestream values, blowing surface with the injected gas passing through

and flowing over the sensing element. Clearly, such
A blowing calorimeter gage developed specifically requirements significantly complicate the design and

for this program is shown in Figure II. The calorimeter construction of the gage. However, these very difficult
element is minted from a high-purity silver billet and problems were overcome, and a series of very unique
drilled to accept the passages for the blowing holes. The measurements were obtained.
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Design and Measurements with the New Skin Friction metered through a series of sonic orifices at the base
Cages of the passageway. The design and operation of these

gages were refined in a number of bench tests and tunnel

The skin friction gage, shown schematically in studies. While dynamic calibrations have been performed
Figure 12, is an acceleration compensated single with a high powered laser heat source, we have found U
component force balance in which transpiration cooling that computing the sensitivity on the basis of measuring
passages are vented through the surface of the gage. A the mass of the pure silver slug and the temperature
floating diaphragm, which in this particular design coefficient of the nickel resistence thermometer
embodies two roughness elements, is supported flush with consistantly gives the most accurate results. A typical
the surface on a piezoelectric sensing beam through a output from the calorimeter gages is shown in Figure 17. I
single fixture. The diaphragm is stabilized around its The gage has a response time of less than a millisecond.

perimeter silicon posts. The silicon posts are molded A sliding least-squares technique is used to fit the
into a gasket that contains a rubber boot which is temperature record, and this curve-fit is differentiated
cemented between the diaphragm and the body of the to obtain the temperature rate of change required to
gage to prevent the hot gases from reaching the crystal calculate the heat transfer rate. Fifteen of the
beam. A second beam and diaphragm combination is calorimeter gages were constructed and used successfully
incorporated into the body of the gage to provide a signal in this program.
used for transducer acceleration compensation. The
electrical signals from the sensing and compensation Thin Film Heat Transfer Instrumentation The miniature I
beam are added electrically in such a manner that when thin film instrumentation employed in this study enabled,
the gage is "shaken" in the absence of an air load, the for the first time, detailed distributions of heat transfer
net output is zero. The injection flow through the gage to be obtained on the actual roughness elements and on
is metered through a series of sonic orifices set in the the cone surface adjacent to the injection ports and the I
base of the gage. The geometric and mechanical design roughness elements. Again, the size of the gage was

features of the gages were refined in a series of bench selected to give a representative segment of the surface.
tests and tunnel studies. The developed gage has a Each gage contained 11 individual heat transfer gages.
frequency response of 20 kHz and a sensitivity of 20,000 The positioning of the 7 thin films around the base of
mV/psi. A typical output of this skin friction the roughness elements and around the injection ports
instrumentation during a run with injection through the was selected to provide distribution of heating in
gage is shown in Figure 16. sufficient detail to infer the key aerothermal phenomena

(see Figures 9 and 10). Likewise the five measurements
New "Roughness and Blowing" Heat Transfer Instrumen- over the roughness elements, which could be oriented U
tation relative to direction of the free stream, were selected

to obtain the heating loads as well as provide evidence

During the course of these studies we developed to define the micro-structure of the flow. Two injection
two new gages to measure heat transfer in the presence passages run through the body of the gage, and as in I
of roughness and blowing. The first was a calorimeter the calorimeter and skin friction gages, the flow through
gage which measured the total heat transfer rate to a these passages are regulated by sonic orifices at the base
segment of the surface. The second was a gage which of these tubes. The temperature coefficients of the thin
provided the detailed distribution of heat transfer over film resistance elements are measured in an oil bath.
the roughness elements and on the base of the model We employ the thermal properties of the pyrex substrate.
between the roughness elements. In each case, the size The heat transfer rate, shown in Figure l, is derived
and geometry of the gage was selected so that it was from the surface temperature/time histor) using the
a representative segment of the roughness and blowing Rae/Tauble algorithm (Ref. 38).
surface. Thus, we selected a rectangular segment which _

contained two roughness elements and two transpiration Interferometer Studies with Blowing and Roughness Model
cooling ports.

During the blowing and roughness studies a
Calorimeter Instrumentation A photograph of the significant effort was devoted to flow visualization and
calorimeter gage is shown in Figure the. The sensing measurements with holographic interferometr). Both
element is a silver calormeter slug the temperature of infinite and semi-infinite fringe techniques were used,
which is measured with a nickel resistance thermometer the first principally for flow visualization, and the second
attached to the rear surface. Two roughness elements for quantitative flow field measurements. During the
are molded into the surface of the calorimeter slug as course of these studies, measurements were made for a

the element is minted from a pure silver billet. The range of compressior angles and blowing rates for a

rear surface of the gage is highly polished, and then rough surface configuration. Both nitrogen and
coated with several different, thin, electrically insulating, nitrogen/helium mixtures were used as injectant, but
but thermally conducting layers upon which the nickel clearly, only the interferograms made with the nittrogen I
film is deposited. While this gage is significantly more can be the subject of quantitative interpretation.
difficult to construct than one employing a thermocouple
sensor peened into the base of the silver slug, attaining A typical example of an infinite fringe for a small
a sensitivity of almost an order of magnitude larger that blowing rate and a compression surface angle of 25
the thermocouple gage is well worth the added effort, degrees is shown in Figure 19. In this photograph, the
The calorimeter elements are cemented into a Macor shock layer and the boundary layer over the cone ahead
holder with an ultra-low conductivity, polyurethane of the expansion corner are well-defined as is the
adesive which has a thermal diffusion depth of a fraction expansion of the boundary layer around this expansion

of a thousand during the 7 millisecond test time. This corner. Boundary layer separation takes place hallwa) I
same adhesive was used to cement the transpiration tubes along the flat surfaces ahead of the compression ramp
as they passed through the calorimeter element. Thus, resulting in a well-defined separated region approximatel.
during the test time, there was negligible loss in heating three boundary layer thicknesses in length. The

from this source or the evacuated rear surface of the recirculation region is well-defined with holographic

gage. The injectant which passed through the gage was interferometry, and in this case there appears to be
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multiple bubbles. The separation shock, which is clearly Measurements similar to those described above are
visible when it emerges from the boundary layer, shown for the Mach 13 condition in Figure 33 a-f, and
indicates by its changes in curvature that the separation those for the Mach 15 condition are shown in
region is unsteady, a feature also observed on smooth Figure 34 a-c. We again see that the peak/base heating
non-blowing surfaces. Shown for comparison in Figure 20 levels are between 3 and 10 depending upon the blowing
is the equivalent non-blowing configuration. Here there rates.
is little or no separation and the corner shock is relatively
steady. Decreasing the flap angle, again with no blowing, The distribution of heating rate over the roughness
results in a completely attached flow over the model as elements for a range of low blowing rates plotted as a
shown in Figure 21. Increasing the blowing to a level traction of maximum heating rate is shown in Figure 35.
above that used for run 34, we see in Figure 22 that Here we see that for the lower blowing rates the shape
the separation is further extended until the separation of the distribution becomes more rounded with increasing
for blowing rates of B' = 3 has moved forward to the blowing. At the larger blowing rates shown in Figure 35,
cone/flat junction as shown in Figure 23. Finally for the peak heating is now only three times the base value
blowing rates boundary layer blow off occurs on the cone compared with factors of up to ten times for the weakly
and the flow over the entire model is separated as shown blowing case.
in Figure 24. The finite fringe operating mode is the
one from which the most accurate measurements of the The variation of peak heat transfer measured on
distribution of density through the boundary layer and the roughness elements along the cone for a range of
shock layer can be obtained. To obtain a quantitative blowing rates for the Mach 11 and 13 conditions are

determination of the density, the assumption must of shown in Figures 36a and 36b. Similar distributions are
course be made that the flow is either two dimensional shown for heating levels on the floor between the
or completely axisymmetric and the latter assumption is roughness elements and injectors in Figure 37a and 37b.
potentially true only on the conical section of the model. Measurements from the calorimeter gages plotted in this
In Figure 25 we show a finite fringe hologram for a flow format are shown in Figure 38a and 38b. Clearly the
with very small blowing in which the cone boundary layer peak heating levels show a larger variation with lambda
shows no visible evidence of injection at its base. The than those at the base of the roughness elements.
boundary layer appears to remain attached in the
compression corner. Tripling the blowing rate results in The measurements of heating to the model,
a definitive change in the structure at the base of the normalized by the value for negligiable blowing rate, are
boundary layer on the cone and the formation of a plotted versus blowing parameter in Figures 39a, 39b,
definitive separated region at the flat/compression 40a, 40b, 41a ana 41b. We observe a rapid decrease in
surface junction, as shown in Figure 26. For large blowing the heat transfer rates with blowing rates for low values

rates, the structure of the shock layer is complete!: of the blowing parameter, and for blowing parameters
distorted by blowing with the density increasing from above 3 there is little decrease in heat transfer with
the bow shock to the top of the shear layer before increased blowing.
dropping rapidly to a relativel) constant density region
close to the wall, as shown in Figure 27. Here floA One of the unique features of this study is that
separation has moved forward to almost the conelfiat both skin friction and heat transfer measurements were
junction and a large portion of the flap is covered with obtained simultaneously for each of the blowing rates
a separated region. Increasing the blowing further begins and free stream conditions. Thus, we can provide an
to move the bow shock away fror the body and the analogous set of skin friction plots to those presented

stucture of the complete shock layer is controlled b) above for heat transfer. The variations in skin friction
surface blowing as shown in Figures 28 and 29. Also along the cone for a range of blowing rates are shown
shown in Figures 30 and 31 are the holograms with a in Figures 42a and 42b for Mach II, 13, respectively.
helium/nitrogen mixture for the blowing gas at low and These measurements are non-dimensionalized by the zero
high injection rates respectively. While only qualitative blowing value and re-plotted to show the variation of
results can be deduced from these photographs, it is skin friction with blowing rate parameters in Figure 43.
clear that blowing with a gas of low molecular weight Again, following a rapid decrease in skin friction with a
has a significantly greater effect on the structure of the mass addition rate above B' of I, there is little decrease
flow over the cone and compression surface. in skin friction with increased blowing. \.e speculate

that for blowing rates of B' over 2.0, the boundary layer

Effects of Transpiration Cooling on Surface Skin Friction begins to lift from the surface. This contention is
and Heating and Pressure supported by the pressure measurements shown in

Figure 44 which suggest boundary "lift off" begins at

The effects of mass addition on the skin friction values of blowing close to I.
and heat transfer to the rough cone/flap configuration
were investigated at Mach numbers of 11, 13 and 16 for Comparisons with Earlier Measurements and Correlation
a range of blowing rates (B') from 0 to 10. A test
matrix of these studies is given in Figure 14 and a listing The experimental stud) of Voisinet 2 is the only
of the run conditions are tabulated in Figure 15. published stud, which has provided information in

supersonic flow on the effects of combined roughness
Figure 32 shows the distribution of heat transfer and blowing on the skin friction to a rough porous surface.

rate to the surface of the rough cone/flap model for a Since these studies were conducted for adiabatic wall

range of blowing rates at Mach 11. The distribution of conditions only skin friction measurements were made in
heating rate on the cone surface and over the roughness this work. Almost all the theoretical approaches have
elements are shown for each gage station along the investigated blowing effects on smooth surfaces, the work
model. Here we observe that in the absence of blowing, of Christoph 32 and Laganelli, et a13 3 being the excep-
the peak heating on the roughness elements is typically tions. The blowing parameter L has been employed
10 times the levels at the base of the roughness elements, by the major segment of the community to correlate the
At the higher blowing the peak-to-base heating ratios skin friction data, where
have dropped to valuer close to 3.
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Run# Mach# Reynolds# Blowing Injectant Flap Angle A.O.A. Nose Type
(10 6/Ft) Rate (Deg) (Deg)

2 - ------- ---------------- Nitrogen 15Sr------ 1 -------- ---------
3 13 5.0 0 Nitrogen 15 0 Sharp
4 13 5.0 .837 Nitrogen 15 0 Sharp
5 13 5.0 .875 Nitrogen 15 0 Sharp
6 13 5.0 1.650 Nitrogen 15 0 Sharp
7 13 5.0 4.043 Nitrogen 15 0 Sharp
9 13 5.0 .479 Nitrogen 25 0 Sharp
0 13 5.0 1.715 Nitrogen 25 0 Sharp

ii 13 5.0 4.218 Nitrogen 25 0 Sharp
12 13 5.0 .862 Nitrogen 25 0 Sharp
13 13 5.0 .677 Nitrogen 25 0 Sharp
14 13 5.0 .106 Nitrogen 25 0 Sharp
15 13 5.0 2.765 Nitrogen 25 0 Sharp
16 13 5.0 .678 N2/He 25 0 Sharp

17 13 5.0 .255 N2/He 25 0 Sharp
18 13 5.0 1.586 N2/He 25 0 Sharp
20 13 5.0 .731 Nitrogen 30 0 Sharp
21 13 5.0 .341 Nitrogen 30 0 Sharp
22 13 5.0 5.382 Nitrogen 30 0 Sharp
23 13 5.0 2.015 Nitrogen 30 0 Blunt
22 13 5.0 .721 Nitrogen 30 0 Blunt

25 13 5.0 .352 Nitrogen 35 0 Sharp
26 13 5.0 .711 Nitrogen 35 0 Sharp
27 13 5.0 2.125 Nitrogen 35 0 Sharp
28 13 5.0 .561 N2/He 35 0 Sharp i
29 11 4.0 .526 Nitrogen 25 0 Sharp
30 11 4.0 1.126 Nitrogen 25 0 Sharp
31 11 4.0 0 Nitrogen 25 0 Sharp
32 11 10.0 1.686 Nitrogen 25 0 Sharp
33 11 10.0 .678 Nitrogen 25 0 Sharp
34 11 10.0 .222 Nitrogen 25 0 Sharp
35 11 10.0 3.931 Nitrogen 25 0 Sharp I
36 11 10.0 .374 N2/He 25 0 Sharp

37 11 10.0 .870 N2/He 25 0 Sharp
38 11 10.0 .202 N2/He 25 0 Sharp
39 11 10.0 1.329 N2/He 25 0 Sharp
40 15 1.5 .398 Nitrogen 25 0 Sharp
41 15 1.5 .560 Nitrogen 25 0 Sharp
42 15 1.5 1.329 Nitrogen 25 0 Sharp I
43 13 7.0 .637 Nitrogen 25 3 Sharp

44 13 7.0 .305 Nitrogen 25 3 Sharp
45 13 7.0 2.102 Nitrogen 25 3 Sharp
46 13 6.0 .681 Nitrogen 25 3 Blunt
47 13 6.0 .652 Nitrogen 25 6 Blunt
48 13 6.0 .305 Nitrogen 25 6 Sharp
,19 13 6.0 .679 Nitrogen 25 6 Sharp
10 13 6.0 2.216 Nitrogen 25 6 Sharp

I
Figure 14 TEST MATRIX FOR THE BLOWING AND ROUGHNESS STUDIES
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Run Po/10"4 Ho/I 10'7 To MO UW TW PD RhoW
PSIA (FT/SEC,^2 OR FT/SEC OR PSIA SLUGS/FT3

3 1.7860 2.1181 3063.0 12.968 6417.3 101.820 .076982 6.3447(-5)
4 I.85,515 2.0879 3027.2 13. 026 6372.1 99.500 .078939 6.6579(-5)I 5 1.7671 2.0745 3011.5 13.003 6351.4 99.205 .075545 6.3905(-5)
6 1.8268 2.1142 3061.5 13.019 6412.0 100.870 .077164 6.4199(-5)
7 1.810) 2.0850 3025.8 13.028 6367.8 99.339 .076571 6.4686(-5)i 9 1.7010 2.0126 2939.2 13.052 6256.5 95.549 .071542 6.2835(-5)

10 1.7815 2.1206 3073.3 13.031 6421.9 100.990 .074230 6.1681(-5)
11 1.8303 2.2023 3174.1 13.014 6544.2 105.150 .075595 6.0334(-5)
12 1.8320 2.1121 3059.7 13.029 6409.0 100.620 .077089 6.4291(-5)

13 1.8383 2.1364 3091.3 13.034 6445.9 101.710 .076666 6.3259(-5)
14 1.8366 2.1037 3048.2 13.025 6396.1 100.280 .077665 6.4996(-5)
15 1.8235 2.1237 3075.0 13.028 6426.6 101.180 .076408 6.3372(-5)I 16 1.7693 2.0641 2997.2 12.997 6335.2 98.793 .076130 6.4669(-5)
17 1.8415 2. 1037 3048.2 13.027 6396.1 100.250 .077837 6.5160(-5)
18 1.8528 2.1195 3069.3 13.037 6420.3 100.840 .077633 6.4605(-5)
20, 1.793: 2. 1111 3059.9 13.025 6407.5 100.630 .075254 6.2760 (-5,
21 1.7983 2.133., 3088.5 13.028 6441.0 101.630 .074909 6.1853(-5)
22 1.7878 2. 0882 303. 6 13.026 6372.6 99.531 .075456 6.3623(-5)
23 1.8753 2. 138a 3092.2 13.032 6449.0 101.830 .078565 6.4745(-5)I 24 1.8060 2.0894 3033.7 13.047 6374.8 99.273 .075531 6.3850(-5%
25 1. 681 - 2.0606 2996.3 12.994 6329.9 98.672 .071683 6.0966(-5)
26 1.8528 2. 1216 3073.2 13.048 6423.7 100.790 .077172 6.4254(-5)i 27 1.7658 2.0785 3023.0 13. 062 6358.3 98.528 .073123 6.2282(-5)
28 1.799 2. 0641, 3002.2 13.058 6335.9 97.905 .075321 6.4562(-5)
29 .72940 1.7350 2598.2 11. 006 5768.8 114. 250 .0 92331 6. 7820 (-5)
30 .74835 1.7749 2655.0 10.998 5841.5 117.320 .094527 6.7618(-5)
31 .7593.) 1.7521 2625.9 11. 012 5804.1 115.52C .095-70 6.9572(-5)
32 1.7363 1.6998 2575.8 11.347 5723. 5 105.St0 .20"250 1. 6439 (-4.1
.33 1.7585 1.7248 260)9. 1 11.354 5765.6 107.23] .2082L ..I6294(-4)I 34 1.742- 1.7265 2612.: 11.356 5768.4 107.290 .20535 1.6062(-4)

1.726- 1.7357 2624.8 11.353 5783.7 107.930 .202780 1.5767(-4)
36 1.7350 1.7200 2602.3 11.343 5757.4 107.130 .206210 1.6154(-4)

17 1.74-5 1.7341 2621.6 11.351 5781.0 107.870-- .205710 1.6004(-4)
38 1.693Z 1.7223 2607.9 11.348 5761.3 107.180 .199160 1.5593(-4)
39 1.712 1.6855 2557.2 11.34- 5699.2 104.980 .204900 1.6380(-4)
40 1.7995 4.0076 5484.8 15.867 8869.7 129.930 .012272 7.9261',-6)

I 41 1.8348 2.9248 4028.1 15.414 7572.9 100.370 .019757 1.6519(-5.)
42 1. 8133 2.9680 4080.7 15. 396 7628.5 102. 090 .019439 1.597-((-5)
43 2.0123 1.7570 2646.7 13.319 5849.1 80.192 .083197 8.7065(-5)i 44 2.032 - 1.7925 2693.2 13.326 5908.0 81.733 .082990 8.5211 (-5)
45 2.0693 1.8393 2754.4 13.338 5984.8 83.714 .083076 8. 3280 (-5)
46 1.9748 1.8215 2733.0 13.329 5955.6 83.012 .079161 8.0027(-5)I 47 2.0848 1.8666 2788.7 13.326 6020.8 85.111 .083643 8.2473(-5)
48 2.0440 1.8476 2766.1 13.341 5998.3 84.058 .081471 8.1337(-5-
49 2. 0260 1. 8653 2789.9 13. 342 6027.0 84.854 .080084 7. 9203 (-5)
50 2.0383 1.8941 2827.2 13.343 6073.2 86.142 .079889 7.7829(-51I

Figure 15 EXPERIMENTAL TEST CONDITIONS
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I RUN NO. 34

3 Figure 19 INTERFEROMETER PHOTOGRAPH B'=- 0,2223 RUN NO.31

Figure 20 INTERFEROMETER PHOTOGRAPH 8' 0.0

1 RUN NO. 2

Figure 21 INTERFEROMETER PHOTOGRAPH B, 0.03 RUN NO. 33

Figure 22 INTERFEROMETER PHOTOGRAPH B'= 0.678

I 25



Figure 23 INTERFEROMETER PHOTOGRAPH B' =1.686I

RUN NO. 35

Figure 24 INTERFEROMETER PHOTOGRAPH BS' 3.931 I

F igu re 25 INTERFEROMETER PHOTOGRAPH B' = 0.106

Figure 26 INTER FE ROM ETE R PHOTOGRAPH B' = 0.526



RUIO.1

IFigure 27 INTERFEROMETER PHOTOGRAPH B' 1.715

Figure 28 INTER FEROMETER PHOTOGRAPH B'= 4.218

RUN NO. 15

IFilqure 29. INTERFEROMELTER PHOTOGRAPH B' 2.765
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RUN NO. 17

Fi'ure 30 INTER FEROMETER PHOTOGRAPH B= 2.549

RUN NO. 18

Figure 31 INTERFEH-OM ET ER PH OTOG F r\PH B' 1 .M63
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AN EXPERIMENTAL STUDY OF
TRANSPIRATION COOLING ON THE

DISTRIBUTION OF HEAT TRANSFER AND SKIN FRICTION
TO A SHARP SLENDER CONE AT MACH 11 AND 13

I
Michael S. Holden*
John Van Oscol-3 Kathleer, M. Rodriguez. * .

ABSTRACT surfaces, it is necessary to understand and model the
separate and combined effects on ablating and non-
ablating slender cones. Based on studies of roughness

Experimenta' studies have been conouctec to and blowing on slender cones, Holden' suggested that
exam.ne the effects of transpiration cooling on the the subsonic studies are inapplicable to the heat,-ig of
turbulent heat transfer and skin frictior, to sharp heat shields in hypersonic flow, and also that the
slender cones in hypersonic flos. These stucies were basic modeling of the roughness drag ano mechanisms
conducteC at Mach 11 and 13 for Re)nolds numbers, of heating used in the theoretical models is highl%
based on loca' conditions ant cone length, of 100 x questionable.
106 and 50 x 1.6, respective)?, in the Calspan , 96-inch
shock tunnei. Distributions of heat transfer, skir, Earlier studies of transpiration cooling techniques
friction anc pressure were obtained aJong the cone for were designed principally to evaluate how the blockageI ,ues of the blowinj para:neter B', 4 .- Qro. 0.10 heat transfer CH/CHo varied with the Mach number,
to 5, using a nitroge:-, injectant. Hoiograpl.cI Reynolcs number and the ph) ical and chemical

interferometr. was usec to examine the characteristics properties of the freestream and injectant. The lack
of tne flowfied. A new sk.n friction transoucer whas of definitive techniques to predict the effectiveness of
usec in. tnese stuc.es. in %k-,c, the injectant transpiration/film cooling techniques reflects the lack
introducectrou_ . tV- f(oat.n, sensinG eiere:, to of fundamental understanding of turbulent mixino in

octair, meani.,f- measure'rent of the recuct'eO> ef the presence of mass injection and surface roughness.
sur:ace shear ;t'. surrce bbow.ng. Miniature t.n- There is a dearth of turbulent data at hypersonc

tin instrumentaton was emposec to obtain tke speeas where transpiration cooling is of considerable
oetiled distrlOut niD of heat trarnsfer arounc tme interest. Experimenta studies have been conouctec in
crcular injector. port-s at eac:. rieasure:rent station supersonic flow with flat plates5 t 6 , 7 ,8  and cones 2,3,L,

along tie conc. The measurerments obtained in th.:s and there has been some work on the transpira:io:.
stuc. are correatec A.t earlier measureme, ts at cooling of blunt nosetips9 , 10 . Based o, . survey of
Jower Mach numbers ir, terms of the major scaing the existing experimental data in Reference 9, the
p.=rarnete-s. Comparisons are presented u;t' thc correlation shown in Figure 1 was deteiopec. This
co'-puttiors Mace ,t: tht "BLIMP' coco. ac:. correlation indicates that for large bioAin rat,_-
Ce:nonstrate that for srmal: oirn rates this coo is (P' 10), increased blowing does not signf cantl,
in) relat jely goor- agreement wit'. the experirnenta, improve thermal protection. This ma. Ae. res..t
cOt-. However for b'> 0.5 the code significanti\ from a decrease in the stabilty of the mix.nE lacr
unoerpredicts the effectiveness of transpirat,on, and an increase in the scale of turbulence wit>

cooling. For these hig-, blowing levels where (in the increasing blowing. However, Holden's measuremert -
extre'Des) boundary layer blowoff occurs, bounoars on a spherical nosetip, shown in Figures 2 and 3.
iaser theorr is inadequate and solutions to the ful' or suggest that heating levels significantly lower than
reduced time-aeragec Navier-Stokes equatons are those found on flat plates and cones w\ere ontained fo-

requirec. the higher blowing rates. These latter measurements
could by correlated in the form (CH-CH),'CH,,

1. INTRODUCTIo\ 1/3 B' 1 , 3 . However, for blowing rates of greater than
one, the flo became high'\ unstable and violent

The modeling of the turbulent fiou structure over fluctuations in the surface heating were observed.
transpiration-cooiec and rough ablating surfazes
requires a detailed understanding of the rrixin process The measurements made in e.rlier studes of
between tne injectec fluid, the roughness elements, transpiration cooling conducted with transpiration
and the fluids at the base of the turbulent boundary cooled nosetips9 were designed principalH. to

laer. Large surface ablator,, resut ng from heat determine whether blockage effects of mass injection

transfer generated on the windward ray of the are as large as predicted by the current codes. The

ablatve heat shield ciose to the nosetip anc on the measurements on the mcdel with zero blowing.
control surfaces of vehicies flying at high angles of presented in Figure 3, clearly show that the intrinsic

attack, will be of critical concern to the des:gner of roughness of the surface, causes heating enhancement

vehicles that maneuver during re-entr). To develop factors of over 1.7. In fact, it can be seer, by

an accurate predictive capabilitN to describe the comparing Figures 3 and 5 that the heat transfer

ablation rates of the nosetip, heat shield, and control measurements on the conically rough hemisphere are
in good agreement with those obtained on the

Calspan/UB Research Center, Buffalo, NY; Associate Fellow, AIAA
-State Un;versit) of New York at Buffalc, Buffalo, N'i; Student Member, AIAA
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non-blo~ing transpiration-cooled nosetip. Howhever, 14

wheni a sma! amount of blowing (B' =0.532) wzs
Introduced, the heat.%6 rates over a mayor part of the

transpiration-cooled model dropped tc levels close to 1
thos reordd onthesrrootimodl, s shA-iir.MEASLIREMN'S ON.

Figures 4 and 5. It could be posiulated on the bas~s 0-- 12 5 PV- CO'.-

of thesc measurements t>,at the initiW-- effect of mass C.ROUGH,.S
addition from a rough ablating nosetip is to modifN
the floA around the roughness elements b) eliminating
the cavit'. Lows between them ir such a wa) that the
momentum defect is s-nal. If the effect of mass
addition is to remove surface roughness as an i
important characteristic parameter, a series of I
questions ae posed for the correlation of fl~gh:
measurements in terms of an effective surface 6 S. CSOO~
roughness and the computational procedures In which W MALLEMNT

the ablat~on rate is determinei fromr heating le'e~sI
enhanced b.> surface -roughness effects.CRWL

~AC~ C

~ l~*~SURFACE DIS
T

ANCE -INCHESt

J#LN43 1Fgr Comparison between the turbulent theories of
1R ~ ~ ~ Fgr Lin & Crowell for smooth-wll and rough-wal

, 1 AJ 1. . Ll.... measurements of Holden on 12" diameter
...A 321 hemisphere (M a11.2. Re 0= x to06

C 32 k = 12.5) (Holden ref. 9)

L 0  
&'A,~OAAi. EASJ=EVE.'S 0%

* I c~t: NSE'>' TURBULENT TH-EC ,
C4V" -- S'A. 6t';"3

2___ ___ ____ ____I

V IV,
a e c- c C

Figure I Summary of blockage heating from earlier studies 5
on fiat plates and cones in turbulent flow 4c
(Holden ref. 91

, 7t
Re T =11x 1 E LAV.-i TEC;: Cr:

0 aKE%'' RCSE Ar.O DETQ4

GE~REET 1 2 3 4 5 6

0 4 EARLIER MESRMNSDISTANCE FROM STAGNATION POINT -INCHES

_______________________ Figure 4 Heal transfer measurements indicating that small
blowing on rough nosetip initially acts to bring

C 2 down heating levels to smooth-wall values

0
0 4 a 12 16 20 24 28 32

Figure 2 Comparison between the measurement made in

the novetip studies with nitrogen Injectant andU

the earlier blockage dale (Holden ref. 9)



!
MEASUREMENTS ON THE measurements with hemispherical transpiration-cooled

12- "ROUGH' TRANSPIRATION- nosetips which demonstrated that roughness heating3 COOLED FOR m., rUC) - 0  effects could be significantly reduced or eliminated by/ surface blowing. 1ihus, studying roughness effects in
the absence of blowing added little to the
understanding of heating to rough ablating surfaces.

0-\% e therefore embarked on a detailed experiment.!
program to examine the combined effects of surface

CROWELL roughness and blowing on the skin friction and heat
transfer.1  To minimize problems associated with

Utransition, these studies were conducted with slender

4 C conical configurations under high Reynolds number

MOFASUREMENTS 0-, conditions. %%e also employed surface configurations
TPHE TRANSPIRATlO.- with a well-defined surface roughness and blowing.
COOLEC FOR n, ;_1_CC) C C32 c geometry to again eliminate the potential selection of

2 (SMALL BLOWIN EXPERIMENTAL an effective sand-grain roughness in comp3risons wit-,
MEASUREK'ENTS predictive technques. This stud) was also uniqjeON SMOOTH WALLtcnqe. suywsas
1 I WI I I IL I because detailed measurements of the distributior, of

1 2 3 4 6 heating over individual roughness elements were made

UigSeANCE FRON, STAGNATiON POINT- INCHES for the first time. Also, skin friction measurements

were made on representative segments of the surface.Figure 5 Heat transfer measurements on SCANT and smooth Such measurements provide a direct wa of evaluating
nosetip showing how small blowing brings down
healing levels to smooth-wall values the accuracy of the macroscopic modeling of these
(Holden Ref. 9) flous. During the third phase of the study, we

investigated the surface blowing effects in the absence
The BLIVP- 5 code ceielopet b\ ACCURE\ is one of surface roughness, and this is the subject ol the

of the most common!s used numerical codes for current paper.
predictin., the hez, transler to trinspiration-coolec
boc.. BLI','.F' bouncer, la~er coce empo.rn In the following sections of the paper, we dscuss

rr. I.n lengt;, rTvoc,.. The the des.gn and objectives of the experimenta: progra-;.,
rT.ethoco;og\ use' b., BLIVI i.o~we approx;rnat-ng the foliowea b) a description of the experimental
pri'ra dependent var,aes o. the bounar. laer facilities, the models and instrumentation and the

equatons us.ng quar~t.: or cubic polyno;Tias over reduction and evaluation of the measurements. The
e.,ch of severil cont.nuous re"ions c1.o.ng the %ka: results of the program are then presented an:
norT,al coord,na,,: d;rect,o's. In orcer to sirrnp;;f% t e discussed, and compared with measurements from

norm a derivata terms, the conservation equati0on earlier studies. The measurements are comprec wt'

are integratec along the nor:,a. direction betveen the simple prediction methods and the results of

noaes tr,,t separate each region. The pri'nar. computations with the BLIMP code.

var,abes anc tne.r dervati ie_ at each node are then
re-itej b\. fo urtr, oer Tayior series expaiso., s, 2. EXPERIMENTAL PROGRAM,

that t.ne coefficients in the approxmating polynom.as 2.10blecti'e and Design of the Experimental Stucy
can be determinec us;rg a technique similar to th2

Ga!erk;n Metnoc. The solution is propagates forkarc
a-o,, the principal flow direction using a tbo-point or This program was designed as part of a series of

tnhree-poin finte d,fference scheme which is selected studies to investigate the separate and combine-

b. the user. The use of polvnomia: approximations effects of surface roughness and blowing on the heat

between the relati ei. fe. noces that define the transfer and skin friction to ablative and transpiration-
bourdar) layer, makes the Boundars Laver Integra' cooled surfaces. A key objective of this work %as to

\Ma:rx Procedure (BLIMP/ a very fast and accurate obtain measurements which provide insignt into the

co'rputationd too,, giving it advantages over other macroscopic modeling of aerothermal phenomena
Sdassociated with the ablative cooling of hypersonic

finite difference codes when considering flovks having vehicles. In this third phase of the stud), we
large numbers of reacting chemical species in the ve i ae thesur a e o f the absence
boundary layer. investigate the surface blowing effects in the absence

of surface roughness.

The stud\ reported in this paper formed a part of This stud) of surface blowing effects was designed
a series of studies to investigate the separate and as s t o urae sudies of rougned
combined effects of surface roughness and blowing on as a complement to our earlier studies of roughness
the heat transfer and skin friction to provide insight and blowingl, To evaluate the separate and combined

into the modeling of aerothermal phenomena effects of surface roughness and blowing, here we

associated kith the ablative cooling of hypersonic obtained measurements at the same freestream
vehicles. Earlier, in the initial phase of these studies, conditions of the effects of blowing on a model of

we performed an extensive series of measurements to identical geometry as the model used in the blowing

examine the effects of the shape and spacing of and roughness s.udies, but without the hemispherical

surface roughness on heat transfer and skin friction.
1 2  roughness elements. On the reconfigured model, the

Here, the objective %as to provide measurements to miniature heat transfer instrumentation installed in the

quantif) the relationship between surface geometry smooth surface was designed to provide a detailed

and heating to a rough wall without the necessity of mapping of the heating around the injection port at

introducing a poorly defined parameter associated with each measurement station along the model. Again, we
sand-grain roughness. U e specificall) wanted to employed unique skin friction instrumentation in which
prevent the manipuiat,or of the results from the the cooling fluid is introduced through the diaphragm

prediction techniques bs the selection of an "effective of the floating sensing element.

sand-grain roughness." These studies were conductec
for hemispherical and biconic noset;ps, and sharp and
blunted slender ccnes. \1e then obtained

* 3



2.2 Experimental Facilities and Test Conditions Mach number of the incident shock. Here, it can be
seen that for operation at low incident shock Mach

The experimental programn was condo.cted in number, running times of over 25 milliseconds can be
Calspan's 96-inch shock tunnell at freestreamn Mach obtained witt, a long driver section.
numbers of 11 and 13, for local Reynolds numbers up TESTif.O

to 0" x 16and v-all-to-freestrean stagnation T- MFNC EA

temperature ratios of 0.19 and 0.20. At Mach AD~
numbers up to 13, boundary layer transition is
complete on the smooth models within 6 inches of the
nose tip. As discusseC later, the model used was *.NON. SA!NR'C:c / I
cesigned so that the transpiration was initiated EXPANS!ON FAN. CI'l

downstream of the end of boundar layer trar. ,tio-.. t.- \T1..,, . .0

The conditions at which experimental studies .,ere S~ ~* Air
conducted are shown in Figure 6.OA.SATN SPAC0ET-.

10 896-INCH LEG MAIN OIAPHRASY NOZZLE-

-. 3 CONDITIONS DR~vEP SECTI2j AIR SETIZ._-'~' ~.,FOR cuRREI,'
ST,\.D.ES

10 7~tc Figure 7 Wave diagram for tailored-interface condition

C l' 00 003

15 a 25

EXPANS 3'- 5.A'.E LI%1i7ED
C: 1C

225.0-CRIVE GAS LIM TEZ

3 C , 20-f! DR VEr
I C 275C-- 10

AL)) TWHiCH PC MCC'

CCORDIIAf.ES EX'ST N1 FREE F3

5

C 4 a 12 15 21, 24 HELIUM' Air HE LIM DR \EA
N'AZ

4 NMSE
0  )RIVER

Figure 6 Performance matp of Calspan's shock tunnels 1 2 3 4 5 E

The shock tunnel is started by rupturing a double INCIDENT SHOCK MACH NVMEEP M

diaphragm that permits high-pressure helium. in the Figure 8 Test time available for tailored interface
driver section to expand into the driven section. This operation of the shock tunnel
generates a normal shock which propagates through The test conditions at wh,ch these studies were
tie loy, pressure air (a wave diagram is shown in conducted are listed in Table 1. For the test
Figure 7). A region of high- temperature, high-pressure conditions at which our studies were conducted the
air is produced between this normal shock front and uncertainty in the pitot pressure measureinent, fromr
the gas interface (often referred to as the contact errors in calibration and recording is ± 2.5%. The
surface) betw een the driver and driven gas. \% hen the re e v iIrs u e c n e m a u e i h a

primry r inidet shck triks te en oftheuncertaintx, of +2%, and the total enthaphy (H0 ) can,driven section, it is reflected, leaving a region ofbedtridfom hervntuepsueadte
almost stationary, high-pressure, heated air. This air incidetent d shock Mahe nubrit n tunpesrant he
is then expanded through a nozzle to the desired incdn These Meashurmet comin tonyeldtanyo

freestream conditions in the test section. The1.9.Teemaumntcobetoyldn
duration of the flo%% in the test Section is controlled uncertainty in the Mach number and dynamic
by the interactions between the reflected shock, the prese e srmnty.+G.oad .
interface, and the leading expansion wave generated repcily
by the nonstationary expansion process occurring in)
the driver section. 'Ae normally control the initial Table I Test conditions
conditions of the gases in the driver and driven___________________________

sections so the gas interface becomes transparent to It- PP/Ic 4 4/i7 To X.1.t01 U ±1, fi~ Tirf 2I0 h
the reflected shock interaction. This is known as PSL 2.154,j_ 0i FTSD P40. 04.S7 A025 5.9495I-

operating under "tailored-interf ace" conditions. Under 2 1,7:2 .1253 30!60 13 e 644344 A 9.259 C7349SE 6 1855i-S)

these conditions, the test time is controlled by the 3 74 2 159 3 0,3.3 1 3 Vl 4485a5 989 916 .0-2(4 5.9568(-S,

4 1 7568 2-1174 3044.4 13.055 6422 C 97.217 VC3t-3 4 1444(-S)
time taken for the driver/driven interface to reach 5 1,:754 2.1545 10-7..5 13.065 6479, 2 Of 731 .0725(9 5.9595(-51

1 i15 2.80 ..0 i.. 1309 5 10C 06c .07i!9: 5.'3 -5
th hot rteleading xaso wave to id2ep1lete1,3 i 35754 5 103 .2 _21C i 40 -4)

the reservoir of pressure behind the reflected shock. , 723 1 C:24. 1 411 C 4 ~I 1.4t,4-4
69-5 17 96 2552 31 5 574.C 10 .19iS i.4 4-The flow duration is either driver-gas-limited or IC i 710i 1. 13;6 IS,2 11,354 974,C4 104,61,C .20,: 17j-4

1; 69181 3.14! 2S44.7 11.359 9435 9 106.040 1.9,3- 1.I'll -4!
expansion-limited, respectively. Figure 8 shows the L 1 7124 i..5 251 5.9 ii 1 59 S21 1 209.3 3 r .19''. 1 .46,5,

flov, duration in the test section as a function of the



2.3 Mlodels and Instrinentation dimensions inru the locations of the instrumentationIblocks containing the heat transfer, pressure and skin
2.3.: Mlodel!s friction instrumentation. A typical instrumentation

block layout is shown in Figure 11.
Th~e slender cone mode] used in the experimnental

stuu.C- is shoAn in Figure 9 . The irodel 'i.s a uatfaItrinspirutio i cooled surface fed frorn eight hi 0h- 32WE
pressure reservoirs through eight Valcor fast acting 903

~l,-.Each section of thet rn,.del is constructed with
s,x zone, that run from the froi t to the rear of the :-
model. This enabled us to var the blo~ing -ircuir-SA
ferentiall, to sinulute the effects of differenti"u.:-

bloin reulingIrn od. incidenice. To distribute -'. x .... ;..us
the gas frontn thet reservoirs unnformnil' to the su~face, 77 14 9. . .

each model e'nnploys a rn-trix of distrioution pass.,ges. ho- -----....... ~oo

Orco b Nong o,cewO ,Iesorfhj

CJ Figure 10 Schematic diagram of 10.5 degree cone model
soigblowing cniuaonand positions of

G instrumentation inserts No-

3 E ' --- -------- '~ce t

Figur 11~ Lyuofatpclisrmntonnser

2.3 'HetTasfrIsruetto

gage isn'.gil- heintntneu sr-c

instlle in i.ou' iit th ga e ar fb ic ed ol typia intr umeuttion .8

Figure5 9 lne oei, moe A'it !har nc tp own Tnhe tinnirn eot transfer tehnwiqute i bae o
T6ic 'hoc tunnte ,el H(D~' nozzl rue) sn g h rn_ sraetmeatr fann

Pa -I surace of phoogap ofeetruln.p~ e eas the th e l inserts of hew
ess t~n: t:: our ~ t cnow roun sFfis.Tegue 12ig'. ts he intantanes suraced13,ths

~us~nirlLh~on~zohes:gages axre fabriated ond pyhe bujeton or.ice8 t
i- n. ':i Tci_ !r .oe nin to, the f ( p he tasferae nsi seti-itf ite marsabi theoy The

K. T e . - ~ &.n OssC.For tVie thin- fi-n heat transfer instrumen tation, the
If" f I ,'i'. s t unc-rtaitities associated wi the gage calibr-.ion and

* es; eugn . t rut. to~ recording equipment are estimated to be 5%. for
i t ), i-, A cthe i' :els of heating obtainedI in the current 'studies.

ir\'ttF t' T 2.3 1 Skin Friction Instrurnentation
f" V Drt t.I ef f rt

rou . ,*Tnie skini friction gage is an accelerationl
compenrsated single component for-, balance in which

CI r runspiruti cooing passiges are vent-i through the
su-fa e of the gage . After number of diferent
ipproaches wre tied, . desi gn Aas developedi with

.2 f -I -A o-inetril: Cooun't passages pusing throughi the mnetric
F' o sphrag "':t:" ver, little clearance. Such tight

5'



-W 9 * di"Wirari, coiintio*I is ireorporaited into thie bod)
if ttic gage to pro/ii e g;.used for tratnsccuctrI
accelera~tion ce~perisatiuri. The electrical signols fronr

41 0 0 Ic snsig and co-ipens-inn be&!:. are adued~~~~~~~~~ 41b * ~nsc wne ~twen the gage! is3

0 *1 Is 0 41 0 0 * 1twkeri" in the ubsen e of aui .r lodd, thle net oujtput

*0 * * * * * * is zero. Ttwe iljeutio IloiA through, the gage is
mnete!red through series of sonmc orifices set in tie

0 0 0 0 base of tie gg.The geon-etric and miechanica-l

* 0~ desi "' fe,,ure of t:.c gages Aeru refi-ned ,) j series

eQ) of beicni :ests and_ tunnel studies. The developed gage
n ias a friequeic respons e of 2) kHz, a sens itkiity of

* * C * 0 0 0 0 2,53 r'\'jps;, ii an i overall accuracy of 4

* 0 C 0 .3.4 Plressure lnstru'rent~tion

* * 0 * * 0 Pressure nfeiSUrel;ehtS Avre mnade using flush-
*D * *1 0 Mounted Kulite transd~ucers. Pressure gages have_ bee;,

n;oun ted flush with the silicon skin (see Figures 11

Figure 12 Segment of instrumented surface showing installation and 12) to iecord the pressire flucjaations, as Aell _sI
of heat trans'er, skin friction and pressure the~ lieu!, pressure oni the flap resulting fron, the
instrumerhition unsteir) shcoc-%a-ie/turv'ulent boundary layer

1;.terL t~nat the -Lit/flap j unction. Such infor-ritioil
irequired to specify the vitiration eniv~ronnient ot, ticI

flap is well as to provide insight into the base flow,

, truCture. Tne uncertainties associatedi with the
pre.surc 7niasurerrierts associated \kithi cilin)ration -,id

SO~C~ -recoru;:i8 apparatus are 3Y_
07,' Cla-ae- 2.. Holographic Iiiterfero:ie tr\

- .- lHolograpic interferoinietry Aas used to [;...ke
Si oa field neasurerients. Interferograrii of coniilex

f ioa fields, provide good qualitative basis for evaluating

op0.--- : characteristics of ths lw.Calspanii 0 versity of
- 0i Buffalo Research Center's (CIJBRC) holograpi.;c

recirdin, syste,:1 wras usec for theI study. Both
- ~ - - -single plate andi dual plate teclhn~qaes are requiredc to

reco)rc hologramns, \hich are subsequent!\ usei ii the
Figure 13a Heat transfer gage positions on gage holder, pabc tpt bansaogaishce

block A pabil tpt bansaolr~s c~ee

p' otogr,,phs and ii terferograrns of the t ,:s.

- nterferonut-y -r showni in Fieures 14 ann 15.

53. RLSCLT ) AND DISCUSSI@\ 3
Troese experrine.a' )tun;ie hec conduc-ted it hu&

sn' s~- .IIand 13 at unit Re>nolds, njUrib!er of 10 xl0!ft

07' dsa-p. 1 and x 1)6/ ft, espeC tivie!. A\ listing of the test

codtin a, \Ac tie studies were corducte- ire

2kc ithr a sharp 10.50 coiu-al cooil urat'Ol; ain.
rtreninjee tart. The modr I orintitiot, ,nc l n

C r :Onf, ;ura tions arcelistjc in T

C3-' d ine,. - - yd

Figure 13b Heat transfer ga,:e oosilions on gage holder.
block B

nrnes ire I~o "V tcn he iCr sta; ur ruzoh'r Table 2 M~.odel and blowing configuration

cm e-is /er-. st. - so in c, ic tioi under id - - -- i

sutpport-- fish Ait, ti)e surf-e oni a pieloeeCntric-
- ea thiroug .i ngl fix'. The diap'ra-.1

t~ibih .... a.-ni;w t, pe. sei . o, p o)str. To he
,ii o, post, an. noe oto gact to,, t contain I

rut),)- aJo in ) 1 a s-: ci e-; e ( a :i e diap' 'ago

t a eu C\ -non Ce
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Figure 16 Comparison between predictions and heat transfer
measurements for matched pressure (smooth. rio 0 C:
blowing) Conditions 035 04 0 5 0 6/ 0 7 C a 05 1 0

0 Figure 19a Variation of heat transfer along the cone with

*~ 0>mass injection (Mach 11. Re'ft = 10 x 105)3

C 4- 1

i_ C C3^C . 3
--S C- - -- - CI7

XC~~~~ 4-_ _ _ __ _ _ _

____ co 5
C 32 C- c__C__---- __

Figure 19b Variation of skin friction along the Cone with
mass injection (Mach 11. Re ft 10 x 106)

009- Th variation of trio reducto- in heat transfer and
sifriction. and pressure with blo~kn8 rate pararetr-

C.-B' (=I ae.~ef,,,) for the Mlac' 1I ano 13 conditionrs are
LE XP0 RI -0 shown in Figures 21, 22 and 23, at five slreamvwisr

"A 0-pf measurement stations along the cone. Here we ha.ve
- W~A - avrae the heating levels at each measurenern:

station as shown earlier in Figures 19 and 2-. F or
0 03bo~n the Miach 11 and 13 condaijons there :s a
0 03 consistent reduction in heating and skin friction, for

C Oc blowing levels up to B' of between I and 2. Abode
0 3 4 C 0 6 7 C8 0 1 0 this blowing level the rate of heating reduction is

xc much smaller and the skin friction is reduced' to zero
Figure 18 Comparison between pressure messuremrents and as the boundars layer begins to interact w~tn the

inv-scid theory iniiscid floa. as illustrated bN the pressu-(c

relatively sinal;. There is almost linear variat.o, j measurements (Figure 23,. Ae also observe that a:
the redulton of heat~ng and skin friction along- Tt low blowsing rates the heating rates on) the cone clobt!
cone induced bN the injection for all leve.s of mass to the beginning of blowing are nut reduced
Injection. At these test conditio7- thie surface shea- significantly because the boundary layer is disturbed
is reduced to zero for B' of great'r- tha- 2. At the bN the beginning of injection.
Mach 13 conditions the variato-, of heat transfer andI
skin friction along the cone (-onin Figures 2 a and 3.3 Comparison with Earlier Measurements,
2^b) for B' from r.2 to 3 shows the sam- basi u trends Correlations and Calculations \Pt'.
as those for the Mach 11 conditions. Aga."., %P BLIMPF Code
observe close to a linear varatjon of he,, trsfe-

adskin friction reductiorn axong t ve cone. Ail t'e The heat transfer measut\uments obtained in trio

gradient of this reduction remnaining co-i,1an*t re.ative', present stud) are Ccmpared %itl the measurements
insensitive to the le.'ei of blowing for t:,to lo-h rats-- made earlier on flat plates and cones at lo-Ae

of injection. freestrea-r Mach numbers land presente.- in, Figure 24).I

8I
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Figure 21b Variation of skin friction with blowing parameter
BFat Mach 11
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5: increases unti! it exceeds a transitional criterion set

tb the user. At this point, the code computes a
turbulent boundary las er and does so for the

1 20remainder of the solution. The code was, therefore,
run in a full) turbulent mode emplo) irg tie Cebeci

f turbulent1 mode: tit a turbulent Pranct. number o~
-~ .9 and a turbulent Schmidt number of C.5. Tne

C 9: Prandtl mixing length constant was set at 0.4.

Calculations made using the BLIMP code are
compared w th te measurement of heat transfer and

C t-sin friction shown in Figures 25 and 26 for the
various injection levels. Ute see, that for relativel!%
mode! levels of blowing B<G.5, there is relativel\'

C SYY W."_-good agreement between prediction methods and
H Iexperiment. However, at Mach 11 and 13 tne code

11 consistentl) and significantly underpredicts the
'n. effectivene'ss of transpiration cooLng.

2 34

Figure 23 Variation of cone pressure with blowing parameter XC4

1 20 C.

1 O1

C , Q. 1,
03 C 5 4C C' 7 5 C 5 10 L

I ~4Figure 25a Comparison between heat transfer measure ments
a nd BLIMP code calculations (Mach 11. Rel ft

cc: 2 3 10 x106 )

Figure 24 Comparison of current measurements with earlier PRA T-
measurements on cone and flat plates

'e see that our measirements shov. significant.) more1 5

cooiing effezctiveness than the earlier mnea suremi-,ents at 0 9Clower Macn; numbers fo7 blowing parameters betweenz-- -

0.2 < B'H4. These might be explained as a reduction 05 V
in) the spreading rate w;th increased Mach numbers, a 0 70 - -

feature observed in shear fio~ s 'v th large relative
Mach numbers. 0 60 C

The inpir dari requiired b) BLIVP w4as takeni fro-v -

the freestream fio~k conditiCons occurring in the test U 0 40

section of each experimental ru-n. This data includes
stagnation pressure, stagnation temperature and 0 30 ~SC

dnamic pressu-e. In addit~on to these the axia! 2

distributions of cone surface pressure, surface
temperatu-e, and wall transpirant mass flux were input 0 Icc0 ~

as constano ,s which were Cons~stent w0t coia lO_____________
and the experimental test conditions. The cone
surf ace pressure for each run was calculated using -0 i0
N'ewtonian Theot-s and for the zero-blowiing cases was 0 3 0' 0 5 05 0C7 C 6 0 1 0

checked using the well-known Ta) lor-.Maccol! solution xic
for the superson~c cone. In the case of non-blunt irigure 25b Comparison between skin friction measurements
bodes. BLIMP uses a laminar compressible similarit\ and BLIMP code calculations (Mach 11, Relft
solto' at the initia, axial station arid as the solution 10 x 0

progresses along the prinripa! flo~h dire -i,-, tieRe~ nolds number based o mnomentumr thic.uness



vlfo~r cn-relating our earlier measurements or.
~a~- ~noset.p)s, o..- current measurements agree be:ter with

~Cthe re .r ~C HLCH = .13(,EB) w,.ch Aa s -
good agreement with our measurements on roigrs
booAin cones vkitH the same geomnetr% as in the

C: curren: stjJd'\. Ciearl) thie flex: effort to predort tie
___current Measjremient should center on the use of

CE;- - Naqier-Sto ,e codes to overcome the lirm,tations ofC E boundar\ la~er tneo7,,.

C 64

* 1 2C
E XPE Ri E NT A

- DAT - oBLIMP COZE

I C -

Figure 26a Comparison between heat transfer measurement,, o ___
and BLIMP code calculatons (Mach 13. Re ft '

5 ~0O5
x; 10

B ~"CC,

U ___

- ___ t,4- T~C
Figure 27a Comparison between calculations with ELMP

Cr code and measurements of heat transier

C EXPER .'=EN7A- l..C7
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Figure 26b Comparison between skin friction measurements ~-0 5C
and BLIMP code calculations (Mach 13. Re ft
5 x106) L) 040- -

0 3C-

In FigLu-es 21 anc 22. %ke have plotted both 0 20 E -

experiment a'nd BLI\ P code predictions in terms of 0 IC c
heat transfer and sKn predztor, versis Oooin.g eC-
parameter B'. Th-e BLI\ P code predicts reoictions in 0 00
heating of the order of 75\ for hig;i levels of blowing_ _ _ _ _ _ _ _ _ _

%Ahile our measujre-nents suggest values of the order of -0 IC
9Y. under such co,tIo-,. Agan. at these hig- 0 1 2 3 4 5
leve~s of blowing we observe the skin friction to be B

code and measurements of skin friction

'.e have- plotted the measurements from the two
Mach nunmbers together ir Figures 27a and 27t
together with the BLIMP prediction and a correlatio-.
de, ee fro-, our earlie r measurement*s on transpiratiY--
coo)led nose:. os a--- ro-q' D.oxi-ng cones. 'Ahi)- th:e3po~- .avi reat~ons*)- CH- s-H. -l,3 B' k or,,,



4. CONCLIJSIC'\ REFERENCES

An, experimental program. has bee, coflC.j- :: tf ' I . Holder., M.S., "Studies of Surface Roughness and
exarrive the effects of transp~rato. co !ng, on tiie Bioving; Effects on Hypersonic Turbulent BoundaryI
turbu *ent heat transfe, and sK,.. friction on a shar:. La~ers over Slender Cone," AIAA-89-0458, 1989.
slender cone in hypersonoc foA. 1in tnesc stud-'e,.
conducted at Mach I1I and 13 in the Caispan 96-inch. 2. Brunner, M.J., "Transpiration Cooling Tests at a
shock tunnel, measurements of heat transfer, slkin Sharp Sphere-Cone in a Rocket Exhaust Usir-g N2, He
friction and press.;re were obtained abongE the cone f, and H2 0 Coolants," Paper 64-V~AIHt-5r presented at
blo~ing rates F0 =( "e ) from 0.1 to 5.0. The- AS.ME 'Ainler Annua: Meeting, NeA York, 1964.
measuremen-ts of skin fr,ctior., were obtained usnoc a
balance in which the nitrogen iniectanit wkas introduced 3. Pappas, C.C. and Okuno, A.F., "Measurements of
through orifices in the floating elemnent. Deta.:eJ Heat Transfer and Recovery factor of aI
heat transfer meas'yrements were made to define the Compressible Turbulent Boundary-Layer on a Sharp
fio" around the injection ports. Holographjc Cone with Foreign Gas Injection," NASA TN D-223,,
interferometry was used to examine the structure of 1964.
the fiowfieid. Correlations of the heat transfer
measurements made in these studies with t,-osc 4. Fogaroli, R.P., "Measurements of Turbulent Heat
obtained earlier on flat plates ancd cones indicated Transfer and Skin Friction Reduction on a Porous
that we obtained significantly greater coolng Cone with Air Injection at High Mach Numbers,"
effectiveness at the higher %Muor. numo0ers at xh~ch Genera; Electric Rep. 64505291, 1964.I
the present studies were conducted.

5. Bartle, E.R. and Leadon, B.M., "The Effectiveness as
Calculations, of the distributon of heat tran sfe- a Universal Measure of Mass-Transfer Cooling for a

and Skin friction wlth. The BILIMP cod. Incicated tl'. Turbulent Boundary-Layer," Proceedings o! 1962 Heat
for small blowking rates the predictions are, i' Transfer and Fluid Mechanics Institute, Starforc;
relatively good agreement wit, trie mreasureme-.ts. University Press, Stanford, CA 1962.
Howeve-, for B-,0.5 the code signif~cantl\'
underpredirts the efiecttvenes; of trans .-aton 6. Danberg. J.E., "Characteristics of the Turbulent:
cooli , F- tnese hg lo n rates, \hnero ti,( Bouncars-Layer with Heat and Mass Transfer at Mach
bounid_-, laser is approach~rng the boA-cf! cond.t.o!., Number 6.7," Proceedings 5th- U.S. Na.., S~mpos.r.
bo un a ,oe e, > .s no longer a;. an: reco..rs: or, Aeroballist~cs, '\ hite Oak, MD 1961.
must be m-iace to solution base: on tc f-: o
recice: ie-vrae Nav,er-Stoles equ~tio-n. 7. Spaldinig. D.B. and Chi, 5.\ .. "Trne Drag cf a

Comnpressible Turbulent Bounda rs Layer on. z Smnootr
N 0 VE\,,L A T CRl F,a: P~a~e Aith and witnout Heat Transle,' Jour-,'

of Fluic V~echa-ics, Vo.. 18, 1964, p-p. 117-143.

S. K a\s, \A.M and Moff at, R.2., "Tne Bena.: or ef
BiTranispirez Turbulent Leoer s," Staniforz

Univers~t). Report No. H MT-20., Apr.! 1975.

9. Holden, M.S., "Studies of Transpiration Coo~ing,
CHL l-.-H~ H eo0c Surface Roughness and Entrops Swallo~h.ng in Trans,-

va. tional and Turbulent Boundary Layers over Nose
Tips," paper presented at IAF-79-F-42, XXX Congress

- _ .'..International A stronautical Federation, Sept. 17-22,
1979.

Mahnu'-te--
Holden, Ml.S., "An Experimental Simulation of

Re, Massive Blowing from a Nosetip During Jovian
05 Entry," Thermophs'sics of Atmospheric Entr . edited

t otal enthap' b) Thomas E. Horton, Vol. 82, of Progress in I
C_ PCp ero loxn- vlueAstronautics and Aeronaucs, 1982.

r0 11. "Calspan Hypersonic Shock Tunnel, Description and

Cf j/t ' Cfc zero blo~ing v alue Capabilities Brochure," 1975.I

P s-at c pressure, 12. Holden, M.S., "Experimertal Studies of Surface
Roughness Shape and Spa .ing Effects on Heat

Tstatic temperature Transfer and Skin Friction in Supersoric andI
Hypersonic Flows," AIAA-84-O0016, 1984.

r densit.
13. Havener, G., Holden, M.S., and Azevedo, D.,

Subscr,. "Preliminary Applications of Holographic Interfero-
metry to Stud) Hypersonic Regions of Shock A~ave,'I

0 stagnation conditions Boundar> Layer interaction," AIAA-87-l 194, 1987.

'A rconditions at \xa; 14. Van Driest, E.R., "Problem of Aerodynamic
Heating," Aeronautical Engineeriny Reviev, Vol. 15,

e =local cond:tlons at th e edge of boujnda> No. 10, 1956.

15. MurraN, A.L., "Facilitation of the BLIMP Computer
c if conditions i- t~- freestre.- Code and User's Guide," AFV'AL-TR-86-31'01. Vol. I

12



I
I
I
I

APPENDIX 3

I
I

AN EXPERIMENTAL STUDY OF THE EFFECTS OF INJECTANT
I PROPERTIES ON THE AEROTHERMAL CHARACTERISTICS OF

TRANSPIRATION-COOLED CONES IN HYPERSONIC FLOW

I

I
I
I
I
I
I
I
I

I



~4AAAI I - - -

AIAA-90-1487
An Experimental Study of The Effects of
Injectant Properties on The Aerothermal
Characteristics of Transpiration-Cooled
Cones in Hypersonic Flow

M. S. Holden
Calspan/UB Research Center
Buffalo, NY

R. D. Neumann, J. Burke
Flight Dynamics Laboratory
Wright-Patterson AFB

K. M. Rodriguez
Calspan/UB Research Center
Buffalo, NY

AIAA 21st Fluid Dynamics, Plasma Dynamics
and Lasers Conference
June 18-20, 1990 /Seattle, WA

For pernssion to copy or republish, contact the American Institute of Aeronautics and Astronautics
370 L'Enfant Promenade, S.W., Washington, D.C. 20024



AN EXPERIMENTAL STUDY OF
THE EFFECTS OF INJECTANT PROPERTIES ON THE

AEROTHERMAL CHARACTERISTICS OF TRANSPIRATION-COOLED
CONES IN HYPERSONIC FLOW

Michael S. Holden*
R.D. Neumann**

G . Burke**
K.M. Rodiguez***

Calspan/UB Research Center
Buffalo, NY

ABSTRACT injectant. For an ablating body, the specific heat and
the molecular weight of the injectant will differ
significantly from those of the free stream; thus, it is

An experimental study has been conducted to essential, that we obtain on understanding of how these
investigate the effects of molecular weight and specific injectant properties influence the aerothermal loads on
heat of the injectant on the turbulent heat transfer and the model.

skin friction to a sharp slender transpiration-cooled cone
in hypersonic flowv. The study was conducted in the The modeling of the turbulent flow structure over
Calspan 96" Shock Tunnel at Mach numbers of II and transpiration-cooled and rough ablating surfaces requires
13 for local Reynolds' numbers of 100 x 106 and 50 x a detailed understanding of the mixing process between
106, respectively. Measurements of heat transfer, skin the injected fluid, the roughness elements, and the fluids

m friction and pressure were obtained along the cone for at the base of the turbulent boundary layer. To develop
blowing rates (*Ir/Peu, e CH. ) from 0.10- to 5, using helium, an accurate predictive capability to describe the ablation

nitrogen and freon injectants. The characteristics of the rates of the nosetip, heat shield, and control surfaces,
flow field were deternned with holographic it is necessary to understand and model the separate and

I interferometry. Miniature heat transfer instrumentation combined effects on ablating and non-ablating slender

was used to obtain the detailed distribution around the cones. As a result of studies of roughness and blowing

injection ports. Unique skin friction gages, in which the on slender cones, Holden I suggested that the subsonic

injectant was introduced through the diaphragm were studies are inapplicable to the heating of heat shields in

used in this study. Calculations using the BLIMP coce hypersonic flow, and also that the basic modeling of the

and the Navier-Stokes HEARTS code were made for roughness drag and mechanisms of heating used in the

comparison with the experimental measurements. The theoretical models, which is based on correlations of low

effects of the injection rates and gas properties on the speed data, is highly questionable. To obtain the data

heat transfer and skin friction are presented in necessary to perform meaningful code validation it is

cin terms of the major non-dimensional necessary to obtain measurements under correctly

parameters controlling these flows. Computations using simulated Mach number and Reynolds number conditions.

the "BLIMP Code" were in relatively good agreement Review of Earlier Studies
with the measurement for values of the blowing
parameter less than 0.5; however, as boundary layer blow- The lack of definitive techniques to predict the
off begins to occur, the these techniques significantly effectiveness of transpiration/ablative cooling techniques
overpredict the levels of heat transfer and skin friction, reflects the lack of fundamental understanding of
However, at these high blowing rates, the HEARTS codes turbulent mixing in the presence of mass injection and

m give predictions which are in better agreement with the surface roughness. Earlier studies of transpiration cooling
heat transfer measurements, techniques were designed principally to evaluate how the

INTRODUCTION 4  blockage heat transfer CH/CHo varied with the Mach
I. number, Reynolds number and properties of the

freestream and injectant. There is a dearth of turbulent
The use of transpiration cooling on hypersonc data at hypersonic speeds where transpiration cooling is

vehicles has become of increased interest to designers of considerable interest because it is difficult to generate
wishing to look through the boundary layer which would the test conditions necessary for the correct simulation.
otherwise contain products from the ablative nosetip and Experimental studies have been conducted in supersonic
frustrum. The ablation process itself is one in which Elperitaltes5have been coned in u eris cobmeowith a flow of a rough flow with flat plates5 , 6,7' 8 and cones 2,3,4, and there
uatranspiration cooling is combined alow oo gh has been some work on the transpiration cooling of blunt

* surface. To develop methods for ablative cooling, it is
important to perform experiments and develop predictive nosetips9 1 0 . Based on a survey of the existing experi-

techniques which first address understanding the separate, mental data in Reference 9, the correlation shown in

aerothermal mechanisms associated with surface Figure I was developed. This correlation indicates that

roughness, and transpiration cooling before attacking the for large blowing rates (B' >10), increased blowing does

combined effects which occur on an ablative heat shield, not significantly improve thermal protection. This may

In earlier studies, we addressed the effects of surface well result from a decrease in the stability of the mixing

roughness shape and shaping on the heat transfer and layer and an increase in the scale of turbulence with

skin friction; and more recently, performed studies to increasing blowing. However, Holden's measurements on

investigate transpiration cooling effects for a nitrogen a spherical nosetip. shown in Figure 2, suggest that
heating levels signi.icantly lower than those found on

*Calspan/UB Research Center, Buffalo, NY; Associate Fellow, AIAA
**Flight Dynamics Laboratory, ',right-Patterson AFB.
**Calspan/UB Research Center, Buffalo, NY
This work has been supported by AF\%AL and the Aerospace Sciences Directorate of the U.S.
Air Force Office of Scientific Research under contracts F33615-85-3003 and AFOSR-88-0223.
This paper is declared a work of the U.S. Government and is not subject to copyright protection
int he United States.



flat plates and cones were obtained for the higher blowing In this paper, we first discuss the desigii and
rates. These latter measurements could be correlated objectives of the experimental program. A description
in the form (CHo-CH)/CH o = 1/3 B ' 1/ 3. However, for is then given of the experimental facilities, the models

and instrumentation and the reduction and evaluation of
blowing rates of greater than one, the flow became the measurements. The results of the program are then

unstable and violent fluctuations in the surface heating presented and discussed, and compared with
were observed, measurements from earlier studies. The measurements

are correlated with those from earlier studies and
The measurements made in earlier studies o1 compared with simple prediction methods and the results

transpiration cooling conducted with spherical nose tips of computations with the BLIMP and HEARTS code.
suggested that the initial effect of mass addition from
a rough ablating nosetip is to modify the flow around 2. EXPERIMENTAL PROGRAM
the roughness elements by eliminating the cavity flows
between them in such a way that the roughness-induced 2.1 Program Objective
momentum defect is small. If the effect of mass addition
is to remove surface roughness as an important This investigation forms the fourth part of a series
characteristic parameter, this throws in question of studies to investigate the separate and combined
correlations of flight measurements based on an effective effects of surface roughness and blowing on the heat
surface roughness, and the computational procedures in transfer and skin friction to ablative and transpiration-
which the ablation rate is determined from heating levels cooled surfaces. A key objective of this work was to
enhanced by surface-roughness effects, obtain measurements which provide insight into the

macroscopic modeling of aerothermal phenomena
This program is the fourth part in a series of studies associated with the ablative cooling of hypersonic

to investigate the separate and combined effects of vehicles. In this phase of the study, we investigated the
surface roughness and blowing on the heat transfer and effects of molecular weight and specific heat of the
skin friction in hypersonic flow. It was designed to injectant on the heat transfer and skin friction to the
provide insight into the modeling of aerothermal cone surface in the absence of surface roughness.
phenomena associated with the ablative and transpiration
cooling of hypersonic vehicles. In the earlier phase of 2.2 Program Design
this investigation, an extensive series of measurements
were performed to examine the effects of the shape and In order to evalate the separate and combinec
spacing of surface roughness on heat transfer and skin effects of surface roughness and blowing, we obtainec
friction. 1 2 Here, the objective was to provide measure- measurements at the same freestream conditions of the
ments to quantify the relationship between surface effects of blowing on a model of identical geometry as
geometry and heating to a rough wall without the the model we used earlier in the blowing and roughness
necessity of introducing a -poorly defined parameter studies, but without the hemispherical roughness elements
associated with sand-grain roughness. Ve specifically molded into the surface. On the reconfigured model,
wanted to prevent the manipulation of the results from the miniature heat transfer instrumentation installec in
the prediction techniques by the selection of an "effective the smooth surface was designed to provide a detailec
sand-grain roughness." These studies were conducted for mapping of the heating around the injection ports at

hemispherical and biconic nosetips, and sharp and blunted each measurement station along the model. Again, we
slender cones. Measurements were then obtained with employed unique skin friction instrumentation in which
hemispherical transpiration-cooled nosetips which demon- the cooling fluid is introduced through the diaphragm of
strated that roughness heating effects could be the floating sensing element.
significantly reduced or eliminated by surface blowing.
We concluded that, studying roughness effects in the 2.3 Shock Tunnel Facilities and Free-Stream
absence cf blowing added little to the understanding of Conditions
heating to rough ablating surfaces. A detailed experi-
mental program was then conducted to examine the The experimental program was conducted at
combined effects of surface roughness and blowing on freestream Mach numbers of I I and 13, for local Reynolds
the skin friction and heat transfer. 1  To minimize numbers up to 100 x 106 and wall-to-freestrearr
problems associated with transition, these studies were stagnation temperature ratios of 0.19 and 0.20 in
conducted with slender conical configurations under high Calspan's 96-inch shock tunnel1 . The model used was

Reynolds number conditions. We also employed surface designed so that at the test conditions at which the
configurations with a well-defined surface roughness and studies were conducted, the transpiration was initiated
blowing geometry to again eliminate the potential downstream of the end of boundary layer transition.A
selection o an effective sand-grain roughness in description of the principles and operation of the shock
comparisons with predictive techniques. A unique feature tunnel are presented in reference 10. The test conditions
of this study was the detailed measurements of the at which these studies were conducted are listed in
distribution of heating over individual roughness elements Table 1. For the test conditions at which our studies
were made for the first time. Also, skin friction were conducted the uncertainty in the pitot pressure
measurements were made on representative segments of measurement from errors in calibration and recording is

the surface. Such measurements provide a direct way + 2.5%. The reservoir pressure can be measured with
of evaluating the accuracy of the macroscopic modeling an uncertainty of + 2%, and the total enthaphy (Ho ) can
of these flows. During the third phase of the study, we be determined from the dlriven tube pressure and the

investigated the surface blowing effects in the absence incident shock Mach number with an uncertainty of t
of surface roughness. The following research forms the 1.5%. These measurements combine to yield an
fourth segment of this program, designed to investigate uncertainty in the Mach number and dynamic pressure
the effects on coolent properties on aerothermal measurements of + 0.8% end + 3.5% respectively.
performance.
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2.4 Models Design sensing beam through a single fixture. The diaphragm

is stabilized around its perimeter by silicon posts. The
The transpiration-cooled slender cone model used silicon posts are molded into a gasket that contains a

in the experimental studies is shown in Figure 3. The rubber boot which is cemented between the diaphragm
transpiration cooled surface was fed from eight high- and the body of the gage to prevent the hot gases from
pressure reservoirs through eight Valcor fast acting reaching the crystal beam. A second beam and diaphragm
valves. Each section of the model is constructed with combination is incorporated into the body of the gage
six zones that run from the front to the rear of the to provide a signal used for transducer acceleration
model. This enabled us to vary the blowing circum- compensation. The electrical signals from the sensing
ferentially to simulate the effects of differential blowing and compensation beam are added electrically in such a
resulting from model incidence, manner that when the gage is "shaken" in the absence

of an air load, the net output is zero. The injection
A e used the surface construction technique flow through the gage is metered through a series of

developed earlier to produce a number of different sonic orifices set in the base of the gage. The geometric
roughness patterns to obtain the smooth ablation cooled and mechanical design features of the gages were refined
surface. The low momentum mass addition was injected in a series of bench tests and tunnel studies. The
from passages molded in the model skin into the flow developed gage has a frequency response of 20 kHz, a

which was controlled by sonic orifices at the base of sensitivity of 20,000 mV/psi, and an overall accuracy of
passage. This latter technique was employed very suc- + 4%.
cessfully in our earlier transpiration-cooled studies where
we were able to obtain precisely controlled blowing Pressure measurements were made using flush-
conditions. The flow from each hole in the model was mounted Kulite transducers. Pressure gages have been
controlled by eight sonic orifices in the model skin that mounted flush with the silicon skin (see Figure 5) to
were fed from plenum chambers in the model. The flow record the pressure fluctuations, as well as the mean
from each orifice was released into a cylindrical passage pressure on the flap resulting from the unsteady shock-
molded in the rubber skin between each roughness wave/turbulent boundary layer interaction at the cut/flap

element. The area ratic between the orifice and circular junction. Such information is required to specify theU passage allowed injectant flows from the surface , vibration environment on the flap as well as to pro"ide
velocities of approximately 100 ft/sec. The construction insight into the base flow structure. The uncertainties
of this type of model is worth the effort because it associated with the pressure measurements associated
results in an experiment where surface roughness and with calibration and recording apparatus are . 3%.
blowing are completely defined. Because we used cho:ed
orifices over the entire model, mass flow from each 2.6 Holographic Interferometry
model zone was precisely controlled by plenum pressures.Mass flows over the model were unaffected by theHolographic interferometry was used to make
distribution of surface pressure on transients associated flowfield measurements. Interferograms of complex
wth tunnel starting. Figure 4 shows the model schematic flowfieJds provide good qualitative basis for evaluating

with key dimensions and the locations of the some of the important phenomena that control the

instrumentation blocks containing the heat transfer, characteristics of these flows. Calspan/Unversity o!

pressure and skin friction instrumentation. A typical Buffalo Research Center's (CUBRC) holographic
instrumentation block layout is shown in Figure 5. recording system 13 was used for this study. Both single

plate and dual plate techniques are required to record
2.5 Surface Instrumentation holograms, which are subsequently used in the playback

step to obtain shadowgrams, schlieren photographs and

The heat transfer instrumentation used in these interferograms of thc tests. Photographs of the fiowfield
studies is based on a thin-film heat transfer technique taken with infinite fringe interferometry are shown in
which senses the transient surface temperature of a non- Figure 6.

conducting model by means of thin-film resistance
thermometers. Because the thermal capacity of the gage 3. RESULTS AND DISCUSSION
is negligible, the instantaneous surface temperature of
the backing material is related to the heat transfer rate These experimental studies were conducted at
by semi-infinite slab theory. The gages are fabricated Mach II and 13 at unit Reynolds numbers of 10 x 106 /ft

on tiny pyrex buttons 0.080 inches in diameter, mounted and 5 x 106/ft, respectively. A listing of the test
flush with the model surface. As shown in Figure 5, conditions at which the studies were conducted are
these gages were distributed around the injection orifices presented in Table I. All the studies were conducted
to provide some insight into the macroscopic flo% on with a sharp 10.50 conical configuration with nitrogen,
these regions. The uncertainties associated with the helium and freon injectants. The model orientation and
gage calibration and the recording equipment are blowing configurations are listed in Table 2.
estimated to be - 5% for the levels of heating obtained
in the current studies. 3.1 Measurements in the Absence of

Transpiration Cooling
The skin friction gage is an acceleration

compensated single component force balance in which Because any transpiration-cooled surfaces must
transpiration cooling passages are vented through the contain orifices through which the injectant is introduced
surface of the gage. After a number of different in the absence of blowing the surface will exhibit some
approaches were tried, a design was developed with non- degree of roughness to the flow. In our initial studies
metric coolant passages passing through the metric we explored the influence of the roughness of the surface
diaphragm with very little clearance. Such tight by matching the pressure in the plenums behind the sonic
clearances are allowed because the crystal and rubber orifice feeding the surface to the cone pressure; such
support and measuring system on which the diaphragm that there was a minute flow filling the orifices. A

is mounted is very stiff, so that deflection under load comparison between measurements under matched
is Insignificant. A floating diaphragm, which in this pressure conditions and the heat transfer, skin friction
particular design contains the two suction parts is and pressure measurements on the cone at Mach 11 and
supported flush with the surface on a piezoelectric 13 are shown in Figures 7, 8, and 9. Here we see the
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calculations based on the Van Driest 14 method and the While low molecular weight and high Cp of the
BLIMP 1 5 code for smooth walls are in good agreement helium results in a more effective coolant than nitrogen,
with these measurements. The minute values of blowing freon can be seen in Figure 16 and 17 to be a relativel)
where the flow has filled in the cavities thereby presents poor coolant. Even at the largest blowing rates we did
an effectively smooth body to the flow. not observe boundary layer blow-off and for these high

mass additon rates, we were able to achieve no better
3.2 Studies with Nitrogen, Helium, and Freon Injectants than a 75% reduction in cone heating. However, the

measurements made with freon along the cone correlate I
In these studies we investigate the effect= of reasonably well in terms of blockage factor and blowing

injection rate from very low levels where the heat parameter as shown in Figure 17.
transfer and skin friction were reduced alightli (k e =
3xl0 "4 ) to large blowing rates ( Ae = l.5x1O") where 3.3 Correlations of Experimental Measurements
the boundary layer was "blown off" of the surface, for
helium, nitrogen on Freon 14 injectants. Here we wished The measurements for each of the injectants are
to examine the relative performance of the injectants plotted together in terms of the conventional blockage
to quantify the effects of specific heat, and molecular factors and blowing parameters in Figures l8a and lSb.
weight on the thermal protection arid skin friction This figure graphically illustrates the greater I
reduction of the cooling layer. %e anticipated that effectiveness of the helium injectant in reducing both

heliu,, with its higher Cp than nitrogen, would absorb the momentum and heat transfer flux to the surface. Ir.
a greater quantity of heat fromthe flow; and the lower order to correlate these measurements, we have plotted
molecular weight of helium would, for the same mass the blocking parameter in terms of a modified blowing I
flow rate of gas, result in a larger volume of gas blocking parameter incorporating the specific heat ratio and the
the heat transfer. molecular weight ratio defined as

BMF5 '
Our initial investigation was with a nitrogen -e e C.

injectant (Reference 2) and we conducted measurements m
for blowing rates up to boundary layer blow-off. We examined correlations based on a number of
Examples of the interferograms taken during t ese studies forms of this expression and selected two forms which
are shown in Figure 6. For Ae = 1-5xlO., boundary give the best correlation of the measurements
layer blow off occurec. This can be observed in the F C 01 C G n / MFL

skin friction measurements shown in Figure 10. Figure 5 ' = e ; r-eC cpN or , c.
10a shows the heat transfer measurements taken in these

studies for the different blowing rates. Here we show These correlations are shown in Figures 19 and 20.
all the heat transfer data from gases clustered around m
the injector ports at each downstream station. %; e Iceally the correlations should contain both the
observed surprisingl) little variation of heating rates molecular weights and specific heat parameters, however,
around the injectors, and in the remaining plots we have an additiLnal set of studies with different injectant would
averaged the heating measurements from each be required to justify a more complex form. % hat is
instrumental insert. Both the heat transfer and skin of interest is that both the non-dimensional skin friction
friction instrumentation show a rapid decrease in levels and heat transfer corre!atate well with the same power-
with increase in blowing at the lower blowing rates (B'< law expressions, suggesting that even for large blowing
0.5) while for blowing rates for B >3 there is relatively rates the basic mechanisms of heating and momentum

little change with increased blowing, as shown in Figures transfer are similiar. Also in these figures, we have

Ila and lib where the blockage heating is plotted in plotted the empirical relationship CH/CHo = B'/(eB'-l)

terms of the blowing parameter B'. Also shown are the which was in relatively good agreement with our earlier

calculations with the BLIMP code which illustrate that measurements on rough blowing cones. %,e see that this
at the downstream station the code and measurement correlation is in good agreement with the skin friction I
are in relatively good agreement. This is illustrated in correlations but tends to underpredict the heat transfer

Figure 12 where the heat transfer measurement along to transpiration cooled cones in hypersonic flow. In
the code are compared with the BLIMP code for Xe =  Figure 21 we show a correlation between the measured
C.33xl0 - 3 . The results of the HEARTS code for the cone pressure and the modified blowing parameter. These
same flow configuration are shown in Figure 13, together measurements show that for modified blowing parameters
with composings at a lower blowing rate. Again the of above 2 there is a significant interaction between the
agreement is good at the back of the cone, well growth of the boundary layer and the inviscid flow. When
downstream of the transients which are generated as this occurs the boundary layer is close to the blow-off
blowing is intiated in the cone. condition.

The measurements of heat transfer and skin friction
with the helium inlectant are shown in Figures l4a and The heat transfer measurements made in the
14b. It is clear, helium is a far more efficient coolent current study are compared with those made earlier on
than nitrogen, with ye 

= 7.5x10-4 to reduce the heating flat plates and cones in supersonic flow in Figure 22.
by 80% rather than the l.5xl0 3 required for nitrogen. In general our measurements in hypersonic flow show
This we believe results directly from the increased heat increased effectiveness of transpiration cooling with an
absorption of the gas (Cp e/Cpit 5 52 ) and the in- increase Mach number. This trend is consistent with

ab o a P Nit nearier observations in flows of film cooling.creased volume of gas for a given mass flow rate (Mol

Wt N2/Mol Wt He = 7 ). Boundary layer blow-off 3.4 Comparison Between BLIMP and HEARTS Code
occurs for a far lower B' (<I) for the helium injectant
and for B' greater than the heating to the core is reduced. Calculations made using the HEARTS Code are

Figures 15a and 15b show correlations of the heat transfer compared with heat transfer rate measurements of a
and skin friction blockage factors in terms of the blowing highly blowing configuration with nitrogen injection, in
parameter. It can be seen that bound;ry-layer blowoff Figure 23. We see that toward the base of the cone
occurs for B's ^_k 0.6, and at these conditions there is a both theory and experiment are in good agreement. Also,
over 90% reduction in the surface heat transfer.
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whether the HEARTS Code is employed in a zonal or H = total enthaphy
marching mode it gives consistent results. However, the
code (which uses essentially a mixing length model), is Cp = Cpo zero blowing value
unable to predict the behavior of heat,n6 just downstream

of the point of the initiation of surface blowing. In Ci = o111Z 1e t-.2 Cf0 zero blowing value
fact, the calculations show that there is a small upstream

influence which results in an extremely rapid decrease P = static pressure
to a relatively steady region of reduced heating close to
the beginning of injection. T T static temperature

* Figures 12 and 13 show comparisons between the = density

BLIMP code and measurements for large surface blowing '14

at Mach 11 and 13. Again, we see that there is relatively Subscripts
good agreement betweer, the code predicitons and
measurements at the base of the cone. Additional 0 = stagnation conditions
computations for the Mach 13 condition showing the
effects of blowing rate on the heat transfer and skin W = conditions at wall
friction distribution are shown in Figure 24. Again we

see that for relatively modest levels of blowing B'< 0.8, e = local conditions at the edge of boundary

there is relatively good agreement between the prediction layer
methods and experiment on the back of the cone.
However, for high blowing rates the BLIMP code inj injectant

significantly overpredicts the skin friction to the cone. _, inf, FS = conditions in the freestrearr

4. CONCLUSIONS
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Table I

TEST CONDITIONS

Run Po/10 4 Ho/10 7 To Minf Uinf Tinf Pinf Rhoinf
PSIA (FT/SEC) 2 R FT/SEC R PSIA SLUGS/FT3

1 1.7673 2.1545 3071.5 13.072 6478.2 98.674 .072892 5.9895(-5)
2 1.7820 2.1253 3058.0 13.078 6434.4 97.259 .073958 6.1655(-5)
3 1.7643 2.1596 3073.3 13.071 6485.9 98.916 .072671 5.9568(-5)
4 1.7568 2.1174 3066.8 13.055 6422.0 97.217 .073673 6.1444(-5)
5 1.7580 2.1545 3071.5 13.068 6478.2 98.731 .072569 5.9595(-5)
6 1.7755 2.1868 3084.1 13.078 6526.7 100.060 .072492 5.8739(-5)
7 1.7220 1.7216 2543.8 11.357 5764.' 103.510 .205160 1.6070(-4)
8 1.7205 1.7680 2560.7 11.359 5841.6 106.260 .202000 1.5414(-4)
9 1.6975 1.7827 2552.4 11.359 5866.0 107.140 .197730 1.4964(-4)

10 1.7103 1.7396 2551.5 11.354 5794.4 104.640 .202710 1.5737(-4)
11 1.6988 1.7645 2544.7 11.359 5835.9 106.040 .198930 1.5210(-4)
12 1.7128 1.8197 2575.9 11.361 5926.6 109.330 .197740 1.4665(-4)
16 1.7905 1.7493 2588.6 11.362 5810.7 105.080 .213220 1.6452(-4)
17 1.7855 1.8049 2620.7 11.358 5902.3 108.490 .209640 1.5667(-4)
18 1.7650 1.7584 2568.5 11.366 5825.9 105.550 .208280 1.6000(-4)
19 1.7883 1.7721 2578.4 11.372 5848.7 106.270 .210260 1.6042(-4)
20 1.7613 1.8043 2580.3 11.370 5901.6 108.230 .204600 1.5327(-4)
21 1.7560 1.7882 2575.3 11.367 5875.0 107.320 .205100 1.5496(-4)
22 1.7500 1.8306 2621.5 11.353 5944.1 110.120 .203510 1.4984(-4)
23 1.7100 1.7998 2590.2 11.349 5893.8 108.350 .199830 1.4953(-4)
24 1.7203 1.7978 2611.5 11.341 5890.3 108.370 .202400 1.5143(-4)
25 1.7263 1.8164 2611.4 11.348 5920.8 109.370 .201480 1.4936(-4)
26 1.7163 1.8093 2602.3 11.348 5909.2 108.950 .200430 1.4917(-4)
27 1.7320 1.8375 2614.3 11.353 5955.2 110.540 .200540 1.4709(-4)
28 1.6933 1.8068 2591.2 11.345 5905.1 108.840 .197440 1.4708(-4)
29 1.7160 1.8586 2617.3 11.352 5989.4 111.840 .197240 1.4299(-4)
30 1.6973 1.7928 2581.3 11.348 5882.3 107.950 .198470 1.4907(-4)
31 2.1373 2.2517 3137.6 13.196 6624.5 101.250 .084081 6.7329(-5)
32 2.1837 2.2323 3162.1 13.182 6595.8 100.590 .087343 7.0404(-5)

Table 1l
MODEL AND BLOWING CONFIGURATION

MACH Force HT&P
Run NO. Reynolds# rO/RO lambda-e Inj. Flap Flap AOA

(10 6/ft) (deg) (deg) (deg) (deg)
1 13 4.7 0 0.OOOE+00 N2 15 15 0
2 13 4.7 0 3.535E-04 N2 15 15 0
3 13 4.7 0 3.898E-04 N2 15 15 0
4 13 4.7 0 5.680E-04 N2 15 15 0
5 13 4.7 0 1.315E-03 N2 15 15 0
6 13 4.7 0 1.O1OE-03 N2 15 15 0
7 11 10 0 3.577E-04 N2 15 15 0
8 11 10 0 5.502E-04 N2 15 15 0

9 11 10 0 1.478E-03 N2 15 15 0
10 11 10 0 1.031E-03 N2 15 15 0
ii 11 10 0 2.321E-04 N2 15 15 0
12 11 10 0 3.111E-04 N2 15 15 0
14 11.4 11 0 5.421E-04 N2 15 15 0

15 11.4 11 0 6.543E-04 N2 15 15 0
16 11.4 11 0 1.027E-04 He 15 15 0
17 11.4 11 0 1.476E-04 He 15 15 0
18 11.4 11 0 2.654E-04 He 15 15 0
19 11.4 11 0 4.382E-04 He 15 15 0
20 11.4 11 0 1.028E-04 He 15 15 0
21 11.4 11 0 9.618E-05 He 15 15 0
22 11.4 10 0 2.198E-04 He 15 15 0I 23 11.3 10 0 0.OOOE+00 - 15 15 0
24 11.3 10 0 3.126E-03 Freon 15 15 0
25 11.3 10 0 2.166E-03 Freon 15 15 0
26 11.3 10 0 1.381E-03 Freon 15 15 0I 27 11.4 10 0 9.879E-04 Freon 15 15 0
28 11.3 10 0 6.242E-04 Freon 15 15 0
29 11.4 9.7 0 4.537E-04 Freon 15 15 0
30 11.3 10 0 3.831E-04 Freon 15 15 0
31 13.2 5.6 0 O.OOOE+00 - 15 15 0
32 13.2 5.8 0 6.761E-04 Freon 15 15 0
33 13.2 5.5 0 O.OOOE.00 - 15 15 0
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AN EXPERIMENTAL STUDY OF HYPERSONIC TURBULENCE ON A SHARP CONE

J. Harvey
Imperial College, London, England

R.C. Bergman & M.S. Holden, Calspan Corporation
Buffalo, New York

ABSTRACT physics of the flows. Because of the high velocities and
small physical scales of the turbulent boundary layers

A preliminary experimental study has been that can be generated in practical test facilities,
conducted in whih an electron beam, and pitot and total measuring techniques have to be extremely fast-
temperature probes were used to measure the mean and responding to resolve even the large scale eddies. Probes
fluctuating density, and mean static temperature across using solid sensors, such as hot wire or hot fiber
a Mach 7.5 turbulent boundary layer over a 4-ft long anemometers, are unsuitable. Techniques in which the
60 sharp cone. The experimental studies were conducted gas itself is excited so that its properties can be directly
in the Calspan 96" Tunnel at a free stream Mach number monitored appear to be the most viable options. Methods
of 8.5 and unit Reynolds number of 5 x 106. Our initial using electron beams or lasers to induce fluorescence
use of this technique has demonstrated a potential to (EBFT and LIF, respectively) are the two most promising
obtain fluctuation measurements up to frequencies techniques presently under review. Combinations of the
approaching I MHz. Additional improvement is expected two have also been proposed (see for example Caltolica,
when more advanced optics are used. The mean et a] (1989)). With these techniques a beam of either
rotational temperature through the boundary layer can electrons or photons is passed through the gas to produce
be determined from spectra obtained using an Optical fluorescence which can be observed optically (see Figure
Multichannel Analyzer. The electron gun has proven I. Providing that the detectors can respond quickly
highly reliable ... has Ehe potenta; Lo work at equivalent enough, fluctuations in the density or even temperature
densities up to over 100torr. Further developments are could be resolved up to frequencies in excess of I MHz.
anticipated employing an electron beam to stimulate a The latter measurement requires a complex optical
gas which is examined using a resonant laser technique. detector as the spectrum of the emitted light has to be

resolved. Both EBFT and LIF have the added attraction
INTRODUCTION of being non-intrusive. However, they need special

Powerful numerical techniques based on the Navier- equipment which in the case of LIF can be expensive,
Stokes equations are available for the prediction of and relatively undeveloped.

hypersonic viscous flows. Providing these flows are The maximum frequency of the fluctuations that
laminar the acccuracy of the results of the computations can be resolved is limited by the size of the region of
is impressive (Rudy el a) 0939P. However if the fluorescing gas from which light is gathered and by the
hypersonic boundary layers or shear layers are turbulent, speed at which the detectors can respond. In the case
agreement with measured data is often unsatisfactory as of the former, the dimensions are likely to be of the
a result of serious shortcomings in the time-averaged order of one millimeter or less and at hypersonic speeds
models used to represent the turbulence. The structure fluctuations move through this space in less than I usec.
of turbulent boundary layers hypersonic speeds is poorly The limitation is thus set by the detectors. This problem
understood. This in part results from the paucity of is common to both EBFT and LIF methods. Using

measurements to define the fluctuatory characteristics available techniques, frequencies of the order of 100 KHz
of the turbulence which is in turn related to the severe t cniqe reqencie of the ore10 ce
difficulties in developing suitable instrumentation to to 1 MHz can be resolved provided that the fluorescence
make accurate measurements in high Mach number flows, intensities and the light gathering properties of the optics

However without a better physical understanding of the are sufficient for Shott noise difficulties to be avoided.

characteristics of the time dependent properties of these This noise arises if the frequency of the arrival of
flows, the validity of turbulence models cannot be individual photons at the detector is not considerably

meaningfully evaluated, higher than that of the phenomenon being observed.

Most models of turbulence used to describe The Electron Beam Fluorescence Technique
compressible flows have been derived from concepts
developed from low Mach number or other incompressible EBrT is a well-established method for investigating
flows where fluctuations in thermodynamic quantities rarefied hypersonic flowfields where the number density,
(density, temperature, etc.) are small enough to be n, is less than about 101 6/cc ( 0.5 torr room temperature

neglected. As the Mach number increases these equivalent pressure); see, for example, Davis & Harvey

fluctuations become more important and a, hypersonic (1976). Excellent review papers by Muntz (1968) and
speeds, they can be the most significant varying Butterfisch and Vennemann (1974) describe and analyze
quantities. Furthermore, in many important flows there the technique in detail and provide references to most,
are features which pose difficulties in modeling. For if not all, of the investigations using it up to their
example, in regions shock/boundary layer interactions, respective dates of writing. Eariler studies in which
which are regions of intense heating. The way in which EBFT was applied to less rarefied and, in several cases,
the turbulence responds to the rapid changes in flow turbulent flows include Boyer and Muntz (1967), Dionne,
conditions presently poorly understood. Sadowski and Tradif (1967), Cama (1967), Wallace (1968)

whose data was subsequently analyzed by Harvey, et a
To develop improved models of transition and (1969), Smith and Driscott (1975), McRonald (1975),

turbulence in hypersonic flow, new experimental Harvey and Hunter (19751, Bartlett (1980) and Lin and
techniques are needed to provide basic insight into the Harvey (1987). These references contain a wealth of

Copyright 9 American Institute of Aeronautics end useful information on the application of the technique
Astronautics, Inc., 1989. All rights reserved tO aerodynamic problems.
Supported under AFOSR Contract No. AFOSR-88-0223.
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For nitrogen the excitation-emission mechanisms achieved is about IS0 torr (0.3 kg/m 3). Signifciant

are we!! understood over the range of densities of interest attenuation of the electron beam occurs at these densities
for hypersonic aerodynamics (n = 105 to 10 2 0 /cc). but sufficient penetration of 50 keV particles is achieved
Nolecular nitrogen exhibits significant emissions from for the technique to be viable for wind tunnel studies I
two band systems in the pressure range of interest. At where boundary layers are typically I cm or less thick.
low pressures, typically less than one torr, the N* 1st Corrections, to account for the reduction in beam current
negative system (I-) is predominant but at higher of the form
pressures the N, 2nd positive (2,) system becomes I
increasingly more intense. The excitation-emission i(y) = i(y=0) e-KQ
mechanism for the two systems is different.

The N* Ql-) system is excited chiefly by direct wr a
inelastic collisions with primary beam electrons (20-50 suggested by Smith and Driscott (1977) are assumed.
kW), with a small contribution from scattered electrons
with sufficient energy. In contrast, the N 2 (2+) system The Shock Tunnel Experiment
is excited by low energy secondary electrons which result
from inelastic collisions between primary electrons and The experiment in which the feasibility of using I
gas molecules. The N2 (2+) system becomes increasingly EBFT to study dense turbulent boundary layers is being
more important at pressures above I torr and dominates conducted in the 96" shock tunnel at Calspan. A
the total emission at higher pressures. The excitation schematic of the E-beam installation is shown in Figure
mechanism of the N2 (2.) system does not require 3. The model is a 60 semi-vertex angle smooth, sharp
ionization as the upper transition level involving the tipped cone set at zero angle of attack. A compactneutral molecule lies well below the N'2 inizat:an level. 50 KV gun is installed within the model and the beam

The excitation of the N2 (2 ) system can be written: is fired through a small orifice in the surface directly
into the cone's boundary layer. The gun is shown in

7' - e - greater detail in Figure 3(b). A single electro-magnet
to focus the beam has been especially designed. It is

Ground Low Excited Lower shaped to fit within the model and yet finely focus the
state energy neutral energy beam at a point coincident with the surface. Here the
N2  secondary state electron beam passes through a very small hole in a graphite
molecule electron of N2  diaphragm which is shaped to be flush with the model

surface. The hole allows the electrons to enter the test
flow but effectively isolates the interior of the gun from

-N 1 (-A Ti) 15 the external environment. The gun is continuously
pumped so as to maintain a pressure low eiough for the

Ground Photon directly-heated cathode filament to survive. The gun

State has been ruggedly designed to withstand the shock loading
(2) that is inevitable with intermittant wind tunnels. A

Farad)' cup is placed on the electron gun axis outside of
This excitation process has a small cross-section for the the test flow to safely capture te beam and record its
high energy primary electronics but has a large cross- current immediately before eac:, test run. The beam,
section for the secondaries formed from the primary- captured by the Faraday cup can be seen in Figure 4(b).
ambient gas molecule collisions. The optimum I
accelerating voltage has been found experimentally to The optical detection system is mounted to the side
be approximately 50 k\' for secondary production. 5 0 kV of the mode! so as to view the beam in a direction
also provides good penetration of the beam through a tangential to the cone (see Figure 4(a)). The system is
relatively dense gas. The secondary electron excitation fitted with three slits on to which an image of the beam
mechanism should produce a quadratic dependence of is focused by a lens so that three points along the beam
intensity on number density as the cross-section also can be viewed simultaneously. Separate photomultiplier
includes a number density term. The observed pressure tubes are used for each channel. A common narrowband
dependence does in fact show a quadratic relationship optical interference filter ensures that only light from
up to 2 to 3 torr (at room temperature), then a roughly the N2 (2+), 0-0 band, at 337.1 nm wavelength is 41
linear dependence at higher pressures. This is due to a transmitted to the photomultipliers.
quenching effect wherein the upper energy levels of the
higher vibrational states are partially depopulated through A series of experiments have been conducted at
non-radiative transfer to the lower energy levels, whilst Mach 8.5 in the 96" Shock Tunnel using the 'A' nozzle
the lower vibrational levels such as the (0,0) and the which has an exist diameter of 24". Time test conditions
(0,I) bands are found to experience a cascading were 6 milliseconds using pure nitrogen as the test gas.
vibrational collision mechanism which populates the The electron beam was located at 55 ins from the apex
excited states. This cascade process is believed to be of the cone. The model was also fitted with conventional
a major factor in the continued linear growth of the flush mounted transducers to sense the surface pressure
(0,0) band intensity witn increasing pressure whereas the and heat transfer. A rake of total pressure and
higher vibrational bands exhibit significant quenching. temperature probes was mounted on the model. From

their outputs, a profile of the mean velocity at the same
Using the 50 kV electron gun, shortly to be streamwise location as the electron beam was deduced.

described, calibrations of intensity against density were The measured pitot and total temperature distribution is
obtained using a small test chamber filled with pure shown in Figure 5 and 6. The measurements are compared
nitrogen. A result is shown in Figure 2 where the density with the Crocco relationship in Figure 7. 'We see, as
is expressed as equivalent room temperature (20 0 C) observed in our earlier studies (Holden and Havener),
pressure. The approach towards a linear behavior as the that a parabolic form for this relationship is a more
density increases can be seen. It should be noted that accurate representation.

the level of density for which calibrations have been

2 I



Calculations using the van Driest compressibility proved to be totally reliable and has the potential of
trasformation operating with flow of at least three times the density

S 2A u tested here. This would permit its use in experiments
SI , - S, (3) on shock/boundary layer interaction.

where .(_ Further developments of the technique, possibly in
f"n e q - - M conjunction with lasers, can be envisaged. The use of

T" , --- an electron beam to excite the gas which is then

together with Coles modification of the Clauser interrogated using a resonant laser technique is attractive
incompressible relationship in comparison to the conventional LITF method which

1. .L \ t ) / C requires powerful lasers to directly induce the
ut/ - .-, v. I ) fluorescence. The technique also has attractive

and the generalized Crocco relationship possibilities if applied to multi-constituent flows.
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EXPERIMENTAL STUDIES OF THE EFFECT OF
MASS ADDITION ON THE LOW-ALTITUDE

TURBULENT WAKE BEHIND SHARP SLENDER CONES*

M.S. Holden'*
Calspan-UB Research Center

P.O. Box 400

Buffalo, NY 14225

Abstract the momentum defect resulting from the drag of
the body; consequently, the structure of both the

An experimental program, conducted in the mean and fluctuating flowfields could be signifi-
Calspan 96-Inch Shock Tunnel, is described in cantly modified by mass addition.
which studies were made of the effect of con- Describing the development of the turbulent

trolled mass addition from the conical surface of a wake from 4 to 100 body diameters behind slen-
slender cone on the structure and development of der reentry vehicles at low altitudes is a key prob-
the low-altitude" turbulent wake. The studies lem for those interested in near-wake analysis.
were conducted at Mach 11 and 13 and at While a knowledge of the turbulence development
Reynolds numbers based on the wetted length of W the and in the base nce isveoent
the cone from 15 x 106 to 30 x 106. Measure- ove t on d inthas rgions impotant
ments of pitot and static pressure, total tempera- (as it controls the initial conditions) the chane in

ture, heat transfer, and mass concentration were fludamechayer of the nehicae changes the

mad fo10< X1 .ICD A < 80 for three rates of boundary layer over the vehicle changes frommade for 10 </fDA<8fotherasof laminar to turbulent remains to be satisfactorily
mass addition. From these studies, we have deter- lained If lrgle distrbesanibeata-

mined a quantitative relationship between the rate

of mass addition and the wake velocity for condi- bilized and the initial turbulent scale size across
the near wake is typically that of the cone bound-i, tions where the boundarv laver over the cone is
arn layer, then Finson 3 predicts a decreased wakefully turbulent. The profile measurements demon- diffusion consistent with experimental evidence.

strated that the viscous wake did not increase sig- The length of this region of decreased diffusion
_ nificantly in size with mass addition. and that Telnt fti eino erae ifsoI nnwill depend on the turbulence modeling, while the

wake narrowing" may result from fluid dynamic magnitude of the axial wake velocity will depend
as well as electromagnetic phenomena. on an accurate calculation of the width and mean

1Itoci properties at the beginning of the turbulent wake.
1. Introduction On both counts. experimental measurements are

At altitudes below those where the boundary required to assist in modeling those regions and to

layer over a vehicle is transitional or turbulent, the provide data against which the models can be ex-

turbulent diffusion in the near wake does not obey amined.

the simple, self-similar mixing model suggested by It is clear that sharp, non-ablating models
Townsend.' Such a model was used successfully provide wakes that are less complex and, hence,
by Lees and Hromas 2 to describe the structure of make the most suitable comparison with theory.
the near and far wakes of a body immersed in a In most practical situations, however, cone rough-
fully laminar boundary laver. The major problem, ness, nose-tip bluntness, and mass ablation sig-
as far as theoretical treatment of the low-altitude nificantly influence the structure and development
wake is concerned, is that an acceptable frame- of the near wake. It is the interrelationship be-
work for modeling the development of turbulence tween these effects and the near wake velocitvI through the base wake and into the near wake that is most easily investigated in a wind tunnel
does not exist in hypersonic, high Reynolds num- program. The Mach number and Reynolds num-
ber flows. Also, in these flows, the momentum de- ber conditions at which turbulent boundary layers
posited into the wake from the ablating surface of are formed on vehicles traveling at reentry veloci-
a reentry vehicle can be considerably larger than ties can be duplicated in the Calspan 96-Inch

3 This work was supported by the U.S. Air Force under AFOSR Contract No. AFOSR-88-0223. This
paper is declared a work of the U.S. Government and is not subject to copyrght protection in the
United States.
Staff Scientist: Associate Fellow, AJAA
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Shock Tunnel. We can also cover the range of the II. Earlier studies at Calspan and at TRW4 have
mass blowing parameter (2m)/(LuA) from the low indicated that the wall-to-freestream stagnation
ablators, such as graphite and carbon phenolic, to temperature ratio of the model may have an im-
the high ablators. such as Teflon and asbestos portant effect on wake velocity. For this reason,
phenolic. Here, we have the advantage of being this ratio was held between 0.15 and 0.18, closely I
able to vary the rate of mass addition from the matching the ratios found in full-scale flight tests.
surface of the cone independently of the position 2.1 Model and Instrumentation
of transition on the cone and the velocity of the
freestream. 2.1.1 Mass-Addition Model

In the experimental studies described in the To simulate the flow over an ablating reentry
following sections, measurements were made to vehicle, we designed and constructed a model 5
investigate the structure and properties of the tur- from which mass can be injected through the
bulent near wake of a slender cone for freestream conical surface from a self-contained reservo.
conditions under which a turbulent boundary within the model. A schematic diagram and pho-
layer is developed over the model surface. Con- tographs of the model, the model assembly, and I
trolled amounts of mass were added into the flow
from the conical surface of the model. The studies nel are shown in Figures 1 and 2. The mass is

were conducted at Mach 11 and 13 for a range of injected from the surface of the cone, beginning i
mass injection rates that covered the range that downstream of the point at which a fully devel-

can be anticipated under flight conditions. In the opedtre nt b on ay w i s a lihe d

following section, we describe the test program, over th e n od undry igh R yods numbrscon
the ode an surev akeinsrumetatonand over the model under high Reynolds number con-

the model and survey rake instrumentation, and ditions at both Mach 11 and Mach 13. The model I
other diagnostic techniques. The results of the ex- is constructed in two parts: an inner reservoir and
perimental studies are then discussed, compared valve assembly, and an outer conical shell through
with measurements made in earlier studies, and which the gas is ejected. The gas contained in the I
used to determine the effect of mass addition on reservoir is released through a pair of fast-actingtheeroi cetrln released andug th turblen wak de--cn
the centerline velocity and the turbulent wake de- "Valcor" valves, which are connected through a
velopment, system of metered orifices to chambers formed in

2. Ex2erimental Programn the annulus between the reservoir and the outer
porous shell. The pressures in the reservoir, across

Utilizing the capabilities of the 96-1nch the choked orifices, and in the chambers were
t eomonitored to provide information on flow estab- I

Shock Tunnel at high Mach number, we can gen- lishment and mass flow rate through the model.

erate the Reynolds numbers required to obtain a
fully tuibulent boundary layer over the model. By controlling the flow through the orifices, we
The mass addition to the wake from surface can simulate the rates of ablation (2m)/(ouA) I
ablation can be simulated by injecting gas through from beryllium to Teflon-coated vehicles at high

the porous conical surface of the model. CO 2 can and low altitudes from Mach 8 to 15. Equilibrium

be used as an injectant to simulate ablation prod- flow of the injectant is established through the

ucts, as its molecular weight is typical of the aver- model in less than 5 milliseconds; so, when the

age of those of the ablation products. The Valcor valves are triggered from an acceleration

mass-addition rates from the conical model were switch located on the driver, steady mass flow has

selected so that they spanned the range from light been established through the surface of the cone 5

to heavy reentry -vehicle ablation rates milliseconds before tunnel flow establishment. For

(0< (2m)/(joU,A,) < 0.008). Typical free- experiments performed in this sequence, the timestream conditions for the Mach 11 and 13 test to establish the recirculation region and wake is I
conditions are shown in Table I. The sharp 8' independent of mass addition.
half-angle cone used in the experimental study 2.1.2 Survey Rake Instrumentation
had a base diameter of 10 inches, so, when tested i
in the 48-inch contoured nozzle of the shock tun- The survey rake shown in Figures 2 and 3ine, the model alowtoued uoe tof e e profs tup- contains five types of probes: total temperature,n e l, th e m o d e l a llo w e d u s to m e a su re p ro file s u p i o p r s u e st ic r s u e , h n - l m e a
to 80 drag dia:.ctcrs behind the body. The test pitot pressure. static pressure, thin-film heat
matrix employed in this program is shown in Table transfer, and mass (gas) sampling. In the present

I
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studies, we used the pitot and static pressure electroplating copper between the tungsten wire
gages, total temperature and thin-film gages, and and its supports.
gas-sampling probes to obtain the mean proper- 2.1.6 Gas-Samline Measurements
ties of the wake.

2.1.3 Pitot and Static Pressure Gapes The gas-sampling probes used to measure
the concentration of injectant across the wake

The pitot pressure gages used in the survey were originally developed in support of air-
rake were constructed using a quartz crystal breathing propulsion diagnostics. Each probe,
mounted to a diaphragm with a sensitive area of shown in Figure 4, takes a direct sample of the gas
less than 0.01 square inch. The transducer is sup- flow in which it is placed, so that the composition
ported in a probe 0.125 inch in diameter. The of this sample can be determined later by mass-
basic calibration of the pitot probe yields typical spectroscopic techniques. The gas sampler opens
accuracies of +2%, which, combined with record- at a preselected time during the steady test flow
ing errors, lead to potential errors of ±6% in the and remains open for a period of 2 milliseconds,
mean value. or less, to collect a 6cc sample. To prevent dilu-

Five static pressure gages were used in the tion of the sample, the probes and sample bottles

present study to measure the mean variation of are evacuated prior to the run. The relative con-

static pressure in the wake along and perpendicu- centrations of N2 (the freestream gas) and CO,

lar to the axis of symmetry. Each gage, shown in (the injected gas) were determined using the

Figure 3, is constructed by placing a small static mass-spectrometer rig assembled for this purpose

pressure head over a Calspan 1/8-inch piezoelec- and shown in Figure 5.

tric pressure transducer. 3. Discussion of Experimental Meaurement
2.1.4 Platinum Thin-Film Gages

Each thin-film gage, shown in Figure 3, is 3.1 Measurements on Conical Model

formed by depositing a thin platinum film having Measurements of heat transfer and pressure
dimensions of 0.03 inch by 0.002 inch in the stag- were made on the conical surface and in the base
nation region of a quartz hemisphere cylinder, 0.1o -inch-base-di-
inch in diameter. ghPages used in the present ameter models. Pressure transducers mounted in
study are coated with a 0.1-micron layer of mag- the reservoir and across the choked orifices in the
nesium fluoride to improve their abrasion charac- mass-addition model were used to set up and
teristics. These gages have a frequency response monitor the injection of mass through the orifices
of up to 1 MHz, so they are ideal to measure the in the cone surface. The relationships between
intermittency of the flow, thus enabling the mass-addition rates and the reservoir and orificeI ~ ~~boundaries of the turbulent wake to be identified. masddtorteanthrsrviadoifc
outsie th e tbulndae te entifie pressures were determined prior to the major tun-

Outside the wake boundaries, the mean output of nel program. Here, the mass-addition model was
the thin film was related directly to the stagnation n e d ing a reervoir-afkton m e a
temperature of the flow, thus enabling us to check mass-addition rate to this volume was etermined
the total temperature observations made with total from observations of the time history of the reser-
temperature gages. voir pressure. The heat transfer measurements

2.1.5 Total Temperature Gages (using thin-film gages) on the surface of the cone
Each total temperature gage used in the ex- demonstrated that, at both Mach 11 and Mach
pecie otal tepera tuaresigtage usedntheoex, 13, transition was completed within 25% of the

perimental program is a resistance thermometer, wetted cone length; thus, the momentum defect in
constructed by suspending a tungsten wire be- the turbulent boundary layer at the base of the
tween two steel needles mounted 0.030 to 0.040 theeturbulent boundary layeruat thebbasetofatue
inch apart. In our earlier tests, we found that it cone was within 95% of the fully turbulent value.
was necessary to employ tungsten wires 0.0002 The measurements of base pressure made at
inch in thickness to ensure survival in our severe Mach 11 and 13 in the absence of mass addition

dynamic pressure environment. However, further can, in Figure 6, be seen to be in good agreement

development testing has resulted in a design with with flight measurements and correlations ob-

0.0001-inch tungsten ire, spot-welded to the tained earlier by Cassanto.5 These measurements

needles and strengthened at each junction by strongly support the contention that the shear

3
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layer in the base wake retains fully turbulent char- if (TCONE/TSTAGNATION) were held constant. It is
acteristics at the wake neck. The increase in base clear that the velocity decay in the wake under
pressure with mass-addition rate from the cone conditions where the boundary layer over the
surface, found in the present experimental stud- cone is turbulent is significantly less than the 2/3
ies, has also been observed in flight tests, as re- law predicted by the Lees-Hromas theory for I
ported by Cassanto 6 and Batt. 7 These observations laminar boundary layer conditions over the cone,
are presented in Figure 7. The increase in base and shown by earlier wind tunnel measurements
pressure with mass addition is a consequence of at lower Mach number and Reynolds number con-
the modification by mass addition of the momen- ditions.
tum distribution close to the dividing streamline in 3.4 Measurement, With Mass Addition
the shear layer. Here, the Chapman-Korst rela-

tionship would predict a decrease in the pressure The structure and development of the wake I
rise at the wake stagnation point and, hence, an was examined for values of the mass-addition pa-
increase in base pressure. The studies by both rameter (2m)/(uA) of 0, 0.04, and 0.08, which ICassanto and Batt indicate that a pressure gradi- correspond to the nominal ablation rates from ve-i

ent exists across the base of the models, and hicles coated with graphite, silica phenolic, and
measurements made at Calspan8 support these ob- Teflon, respectively, and traveling at reentry ve-
servations. locities. However, the main intent was to examine

3.2 Measurements in the Near Wake how mass addition affects the centerline velocity
and the structure of the near wake. In fact, the

Measurements of pitot and static pressure, experiments were performed at conditions close to
total temperature, species concentration. and total those encountered in reentry. I
heat transfer were made across the wake behind

the cone model at a series of downstream stations The measurements of axial variations of

the pitot pressure and total temperature are shown in
between 10 and 80 drag diameters behindx Figures 9 and 10 for the three levels of mass addi-
base. Table II shows a diagram of the test matrix. tion. We see that increasing the mass-addition
The measurements of pitot pressure, static pres- rate decreases both the total temperature and the
sure, temperature, and relative CONconcentra- pitot pressure on the wake axis. These measure-
tions at each point in the wake were combined to ments also exhibit a decrease in the axial gradi-yield the velocity defect along and normal to the ents of properties with increased mass addition.
wake axis. The fluctuating outputs from the thin- Both of these observations, we will see later, are
film (total heat transfer) gages were examined to reflected in marked changes in the magnitude of I
proxide a measure of the turbulent wake width. the axis velocity.

3.3 Measurements Without Mass Addition A typical development of the pitot pressure
The measurements of the velocity defect profile with downstream distance is shown in Fig-

hde a sureme1nt fr thefeloithodet ure 11. Here, the position of the wake shock is
made at Mach 11 and 13 for flows without mass well defined close to the body but becomes more
addition are compared, in Figure 8, with the cor- d d
responding measurements made in an earlier diffuse with downstream distance. ,Nhile the wake

study behind a sharp 8' cone with a base diame- shock is movedout by mass addition, the increase

ter of 6.7 inches. The good agreement between in wake width is insufficient to account for the in-

these measurements reaffirmed the choice of crease in momentum defect resulting from mass

X1 V'CD A as a parameter of key importance in addition. Consequently, an increase in the veloc-

correlating velocity measurements behind vehicles ity defect must occur.

of different sizes. The agreement between the lev- The development of the velocity profile with

els of velocity defect in the wakes at Mach 11 and downstream distance is shown in Figure 12 for a

13 is to some extent fortuitous. In developing the condition without mass addition. Here, we have

maximum Reynolds number at each test condi- determined the edge of the viscous wake with the

tion, we operated the tunnel such that aid of the fluctuation measurements made with

(TCONVE/TSTAGAVATIO.V) was slightly larger at the thin-film gages. We see that the non-dimen-

Mach 11 than at Mach 13. Our current under- sionalized profiles become measurably "fuller"

standing of the problem suggests that this would with downstream distance. This non-similar de- 3
tend to bring the velocity measurements at Mach velopment is at variance with he current wake

II and 13 closer together than would be the case models, and our measurements suggest that this

I
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non-similar development is an inherent feature of interested in the increase in velocity that occurs
turbulent wakes at high Reynolds numbers. with the addition of mass through an initially tur-

A unique series of wake measurements bulent boundary layer. Even of greater interest is

made in the present program were those obtained the velocity jump that occurs in the wake as the

%with the concentration (gas-sampling) probes. A boundary layer over the vehicle goes from laminar

typical set of concentration measurements depict- to turbulent wkith mass addition, for this is the ve-

ing the development of the distribution across the locity jump of greatest relevance to those inter-

wake is shown in Figure 13. These measurements, ested in reentry. The velocity defect jump ratio

made at Mach 11.3 for (2m)/(QouA) = 0.085, (MAsS ADDITION/VTURB) determined from the

demonstrate that the diffusion of the injectant measurements with and without mass addition for

does not occur in a self-similar fashion. The rapid a condition that induces turbulent boundary layers
mixing that occurs at the outer edge of the wake over the model is shown in Figure 18. We see that

this ratio is strongly dependent on mass-addition
causes a rapid dilution of the CO2. Vv'hile the mass

flux at the edge of the wake is significantly larger rate and relatively independent of downstream

than the axis value, this effect alone is insufficient distance and Mach number. The centerline veloc-

to produce the rapid dilution observed. If the ab- ity defect jump ratio from laminar to turbulent

lation material covering a reentry vehicle influ- with mass addition, calculated with the aid of

ences the electron concentration in the wake. the measurements made in our earlier test program, is

fluid dynamic effect described above may itself af- presented in Figure 19. Also shown are calcula-

fect the wake velocity to produce an effective tions from the semi-empirical method presented
wake narrowing. The effective fluid dynamic wake by Holden in an earlier test program. We see thatwae narrowin g hesrbe feve anud tyno miare a velocity jump by as much as a factor of 5 cann arro w in g d escrib ed ab o ve an d th e n o n - sim ilaroc u f r hi h l v s of m s ab t o n W i e t e
development of the velocity profiles may combine occurcfor h od lveomaltin th ilet
to yield an axial distribution of wake velocity very pre ti thd oerprdited t tubln

different from the equivalent distribution for lami- toturulentithass-addit jumpsitwi in
nar flow over the cone. good agreement with the velocity jump shown in

Figure 19. We believe that these results re-em-
The measurements of the variation of cen- phasize the importance of the fluid dynamics in

terline velocity with downstream distance and the phenomenology of low-altitude wakes.
mass-addition level made at Mach 11 and Mach

13 are shown in Figure 14a and Figure 14b, re- 4. Conclusions
spectively. We see that mass addition from the
cone surface causes a significant increase in the Experimental studies have been successfully
axial wake velocity defect. Mass addition also de- conducted to determine the effect of mass addi-
creases the rate at which the velocity defect tion on the properties of the turbulent wake.
decays with downstream distance. The measure- Measurements in the wake at stations
ments at Mach 11 and 13 are compared in Figure 15 < X/l'CD A < 80 have been made for values of
15, and we see that both the absolute velocity and the mass-addition parameter (2rh)/(uA) from 0
the rate of velocity decay do not appear to be to 0.08. The measurements have suggested a
strongly influenced by Mach number. strong relationship between wake velocity and

The variation of centerine velocity defect mass addition. Our studies suggest that the in-

with the momentum defect in the wake crease in the wake velocity may result both from

((7 + (2rm)/(ou.4)) is shown for Mach 11 and for the direct increase in this velocity with mass addi-

Mach 13 in Figure 16 and Figure 17, respectively. tion and from fluid dynamic effects that tend to

We see that, at a given distance behind the body, "weight" the velocities at the wake center.

the velocity defect increases uniformly with mass
addition. While the velocity defect is largest close Nomenclature

to the body, the observed trend appears relatively
independent of downstream position or Mach A Base Area
number. CD Drag Coefficient

A major objective of the present program
was to determine the magnitude of and mecha- Cf Skin Friction on Cone
nisms associated with the increase in fluid dv- H Total Enthalpy

namic wake velocity with mass addition. We are
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3 STUDIES OF THE MEAN AND UNSTEADY STRUCTURE OF
TURBULENT BOUNDARY LAYER SEPARATION

IN HYPERSONIC FLOWS

M.S. Holden**

Calspan-UB Research Center
P.O. Box 400

Buffalo, NY 14225

Abstract vehicle design, where complete experimental
simulation is difficult above Mach 13. Likewise, in

An experimental study in which surface pure research, the role of recent experiments has

and flowfield measurements were made has been been increasingly one of providing insight into the
conducted to examine the structure of turbulent macroscopic modeling of the flow (e.g., turbu-
flow separation over large cone/flare configura- lence modeling) rather than as a means of con-
tions. This study was conducted in Calspan's structing and validating gross flowfield models. In
96-Inch Shock Tunnel, at Mach numbers of 11, both cases, there is an increasing emphasis on the
13 and 16, and at Reynolds numbers up to 100 x determination of flowfield properties, which, in
106. Surface heat transfer and pressure measure- m..y cases, provides the more direct and defini-
ments were made in attached and separated flows tive evaluation of the modeling employed in the
at the cone/flare junction for 30* and 360 flare codes. Also, the increased emphasis on turbulent
angles. Flowfield surveys were made in the sepa- interacting and separated flows has resulted in a
rated region with pitot pressure and total tempera- key need for time-resolved measurements over a
ture rakes. Holographic inteferometry and broad frequency range. These requirements place

Schlieren photography were used to obtain details a premium on flow quality and duration of tests,
of the flowfield structure. This study suggests as well as on sophisticated high-frequency surface
that, in hypersonic flow, the separation region ex- and flowfield instrumentation.
tends only a very small fraction of the boundary Recently, intense use of numerical solutions
layer thickness and is a highly unsteady process. of fuU or reduced time-averaged Navier-Stokes

SOnly by employing instrumentation with frequency equations has resulted in significant progress in
response high enough to follow the unsteady the development of efficient and stable numerical
movement of the separation shock is it possible to algorithms and in greater understanding of grid-
determine the fundamental structure of flow sepa- ding techniques. However, little real progress has
ration in turbulent hypersonic flows, been made in developing the fluid mechanical

models required for these codes. In many in-
1 . Introduction stances, the phenomena of greatest importance in

e ethe aerothermal design of advanced vehicles are
The emergence of advanced high-speed also the most difficult to model in the codes. The

compung capabilities and numerical techniques, aerothermal loading and flowfield distortion that

coupled with major increases in the need for nu- often accompany regions of viscous/inviscid inter-
Stokca eoutions he l red u ir action in hypersonic flow present some of theI Stokes equations, has resulted in a refocusing of most important and difficult problems for both the

both pure and applied experimental research. Di- desin and dict pressibty e
designer and the predictor. Compressibility ef-

rect experimental simulation of complete aerody- fects, shock/turbulence interaction, and the gross
namic configurations has in the past been the instabilities associated with separated flows must
backbone of design efforts for new aerospace ve- also be studied. In hypersonic flows, modeling of
hidcles. However, recent applied experimental re- turbulence in regions of strong pressure gradients,

search has been increasingly directed toward embedded shocks, and separated flow is a key
acquiring more detailed measurements on seg- problem.
ments of such configurations for code "validation"
purposes. This is particularly true for hypersonic

This work was supported by the U.S. Air Force under AFOSR Contract No. AFOSR-88-0223. This

paper is declared a work of the U.S. Government and is not subject to copyright protection in the

United States.
Staff Scientist: Associate Fellow. AIAA
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To provide the information required to This paper describes a program of experi- m
construct and verify the turbulence models used in mental research to examine the mean and fluctu-
the codes, flowfield measurements and direct ating boundary and shear layer structures in
measurements of skin friction and heat transfer regions of strong pressure gradient and flow sepa- I
must be obtained. Surface pressure data provide ration over models in hypersonic flows. Section 2
little information to validate codes and do not describes the objective and design of the experi-
provide insight for turbulence modeling. To un- mental program, and the facilities, test conditions, I
derstand the structure of hypersonic turbulent models, and instrumentation used in the study.
boundary layers and shear layers as well as bound- The results of the preliminary study are described
ary layer separation in regions of shock wave/ in Section 3. In Section 4, we discuss the design of
boundary layer interaction, we must understand our current program. The conclusions of the pre- m
the structure of the flow at the base of the bound- liminary study are summarized in Section 5.
ary layer (at the wall and sublayer of the turbulent
flow). For separated flows, such measurements 2. Experimental Program I
can be made only with nonintrusive techniques
with high spatial resolution on large models. As 2.1 Procram Obiectives and Desien of the
difficult as it is to make such measurements in E2Merimental Stud"
high-enthalpy hypersonic flows, only by obtaining
both the mean and fluctuating components of The major objective of this study was to de-
these flows can sufficicnt evidence be obtained to velop and use models and insuvmentation to ob-
construct meaningful models of these flows. tain detailed measurements of the profile

For the last four years, we have embarked characteristics of a turbulent boundary layer
upon a program to design, develop, and construct ahead of and through regions of flow separation
the experimental tools required to: (i) make mean induced by shock wave/boundary layer interaction
and fluctuating surface and flowfield measure- over a large cone/flare configuration. Such meas-
ments, and (ii) provide the insight and model vali- urements are of key importance in evaluatir. the
dation required to develop detailed numerical theoretcal modeling of the turbulent separation
solutions that would form the basis for future pre- process in hypersonic flows. As discussed in the
dictive capabilities. We have also pursued design introduction, current turbulence models are inca-
studies and a shock tunnel modification program pable of describing the complex development of
to provide a test capability tailored to generate turbulence in regions of strong pressure gradients
flows of the highest quality and duration for fun- and boundary layer separation in hypersonic flow.
damental studies of turbulent hypersonic flows. For these flows, we believe that compressibility,
Instrumentation already developed includes mini- shock/turbulence interaction, and gross flow un-
ature pitot pressure and total temperature probes steadiness are important under hypersonic highly
for high-enthalpy, high Reynolds number flows, cooled wall conditions. In hypersonic high
and a range of unique surface instrumentation. Reynolds number flows over highly cooled walls,
Two flowfield measurement techniques have also the "wall layer," in which our earlier studies' have
been developed specifically for shock tunnel stud- suggested separation first takes place, and which
ies of high Reynolds number hypersonic flows, contains the principal information on the charac-
Electron-beam fluorescence instrumentation was ter of the boundary layer, is very thin. Bounday
developed specifically to make mean and fluctuat- layer thicknesses of over 1 inch are required to
ing density measurements in turbulent boundary enable this layer to be probed with the required
layers at pressures up to 100 torr. Holographic resolution. While turbulent boundary layers origi-
interferometry techniques are being developed to nating on the walls of hypersonic nozzles have
measure flowfields in complex shock interaction been used as sources of thick turbulent boundary
regions. Presently, we are constructing and testing layers in experimental studies, it has been shown
a series of unique models that will enable us to that significant turbulent non-equilibrium effects I
develop and explore the flow phenomena that we can exist in these nozzle flows2 . The distortion of
believe are central to developing prediction tech- the structure and turbulent characteristics of the
niques that accurately describe complex interact- boundary layer generated through the strong ex- I
ing turbulent flows, with embedded separated pansion in the nozzle can persist well downstream
regions. of the nozzle exit plane and can significantly influ-
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ence the characteristics of a separating turbulent 2.2 Expermental Facilities and Te 5
boundary lay er. 1 For this reason, we elected to Condition~I perform a stu~X to examine the chara, ,ristics Yf
the constant-pressure turbulent boundary layer The experimental study was conducted in
ahead of and in regions of shock wave/boundary the Caispan 96-Inch Shock Tunnel at Mach 11,
layer interaction on a large slender conel'flare 13, and 16 for Reynolds numbers from 30 x 106 to
configuration in the large contoured "D" nozzle in 80 x 106. Under these conditions, the boundary
the Calspan 96-Inch Shock Tunnel. The tech- layer is fully turbulent well upstream of the cone!
nique employed in the design of the "D" nozzle, flare junction, and, as discussed in the followingIand indeed most contoured nozzles, is such that section, the measurements of heat transfer were in
the test core is a cone-shaped region of uniform good agreement with prediction techniques based
flow that originates well upstream of the exit on a large number of measurements on highly
plane. Thus, by designing a conical model so that cooled walls in high Reynolds number hypersonic
it can be fit within this uniform conical region, it is flows. The test conditions at which the studies
possible to develop a constant-pressure boundary were conducted are listed in Table I.
layer over a large conical model that extends wellThfaityndtspromcehrce-Iinto the contoured nozzle. The ultimate objective ith ae fasciitead its efrance c harahcr
of the overall program is to obtain both mean and itnics adsicalbed in Referente l Th shc
fluctuation measurements on the surface and sunnel ismpbasilly atr bowwTne ith ahc
across the turbulent layer. However, during this shockl comeion hater. Thi 9ic sho ck igr a
preliminary study, we concentrated on obtaining tunlseinhssud'ssowinFgrlaThe operation of the shock tunnel in the re-measurements of the mean properties across the flected-shock mode is shown wkith the aid of the
viscous layer-more specifically, measurements of wvdigainFigure 1b. The tunnel is startedIthe pitot 'pressure, tota' temperature, iota! hea:. bay dutinram inbedaham pritn ih
transfer rate, and (using holographic int- byrupuri a n doube dihrm eritiong high-an3 ~erferomet.v) t' rne2n der-.ty distribution,prsuehlu intedvrsciotoxan

Table 13 ___________TEST CONDITIONS, LARGE 60 CONE

____ ___ _3.4.__ E__ _ __ _ 6.7 5.1 -

3.345E+00 3.633E+00 4.200E+00 2.635E+00
po (Psia) 7.21 6E+03 1 .760E+04 1 .705E+04 5.430E+03IHo(ft/ seCt) 1.825E+07 2.1 47E+07 2.795E+07 1 .287E+07
To (OR) 2.717E+03 3.104E+03 3,875E+03 1.939E+03
Al 1.096E+01 1.301E+01 1.543E+01 1. 111 E+01IUVfz/sec) 5.922E+03 6.458E+03 7.404E+03 4.981 E+03
T(*R) 1.214E+02 1.026E+02 9.574E+01 8.065E+01
P. (psia) 9. 172E-02 7.345E-02 1.860E-02 6.6982-02Iq. (psia 7.721 E+00 8.712E+00 3.104E+00 5.600E+00
Q. (slug/fft) 6.340E-05 6.038E-05 1.631E-05 6.734E-05
u. (slug/fi/ sec) 1 .021 E-07 8.634E-08 8.054E-08 6.783E-.08

Re/ff 3.680E+06 4.544E+06 1.499E+06 4.945E+06
P0, (pilot) (psia) 1.4312E+01 1.619E+01 5.798E+00 1.070E+01
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into the driven section. This generates a normal
shock, which propagates through the low-pressure T. HE 1
air. A region of high-temperature, high-pressure T + H ('- l 2) (2)
air is produced between this normal-shock front 2
and the gas interface (often referred to as the
contact surface) between the driver and driven where Cp = 6006 ft-lb/slucR ° and y = 1.40.
gases. When the primary or incident shock strikes
the end of the driven section, it is reflected, leav- The freestream static pressure was calcu-
ing a region of almost stationary, high-pressure, lated from
heated air. This air is then expanded through a
nozzle to the desired freestream conditions in the -_

test section. P Po 1+ '') M 2 (3

The stagnation and freestream test condi- . P 2 ,|)
tions were determined based on measurements of I
the incident shock wave speed, Ui, the initial tem- P (P-IPo)REAL
perature of the test gas (in the driven tube), Ti, where - = (4)
the initial pressure of the test gas, pl, and the P (P-/Po)IDEAL I
pressure behind the reflected shock wave, Po. We
calculated the incident shock wave Mach number, is the real gas correction to the ideal gas static-to-
A ,l = U,/a 1 , where the speed of sound, a,, is a total pressure ratio as described in Reference 6.
function of P, and T 1. The freestrearn Mach The sources for the real gas data used in this tech- I
number, Al, was determined from correlations of nique are !References 7 and E.
Al. with M, and p,. These correlations were The freestream velocit, was determined
based on previous airfiow calibrations of the "D" from I
nozzle used.

Freestrearn test conditions of pressure, = . (5)
temperature, Reynolds number, etc., were corr- I
puted based on isentropic expansion of the tes:
gas from the conditions behind the reflected
shock wave to the freestream Mach number. Real where =

gas effects were taken into account for this expan- (6)
sion under the justified assumption that the gas
was in thermochemical equilibrium. In the the speed of sound.
freestream, the static temperature, T. , was suffi- The freestream dynamic pressure was I
ciently low that the ideal gas equation of state, found from
p. = arT. was applicable, where R is the gas con-
stant for the test gas. 1/2 .A f2  (7)

The stagnation enthalpy, H.. and tempera-
ture, T,. of the gas behind the reflected shock
wave (shown as region 4 in Figure Ib) were calcu- and the freestream density then was calculated
lated from: from the ideal gas equation of state

Ho = (H4 /HI)H 1 and T. = (T 4/T) T, (1) O =p.I/T.

where (H4 /HI) and (T4/TI) are functions of Uj where = 1717.91 ft-lb/slugIR0 for air. Values of
(or Mi ) and Pi and are given in Reference 4 for the absolute viscosity, a, used to compute the I
air. H, was obtained from Reference 5 for air, freestream Reynolds number per foot were ob-
knowing Pi and T, . tained using the technique described in Reference

The freestream static temperature was 4.I
found from the energy equation, knowing H, and The test section pitot pressure, Po', was de-

terrined from q. and the ratio (po'/q.). This

I



ratio has been corre!ated as a function of Af . and gradients that are generated ,!ong the walls and in

Ho for normal-shock waves in air in thermod',- the flow in the separation and reattachment region

namic equilibrium, of shock wave/boundary layer interactions make it

For the test conditions at which our study essential that distortion of the heat transfer distri-
was conducted, the uncertainty in pitot pressure bution resulting from lateral heat conduction be
measurements from errors in calibration and re- minimized by employing models constructed with
cording is ±2.5%. The reservoir pressure can be low-conductivity materials. The Pyrex-backed
measured with an uncenrainty of ±2.0%, and the thin-film gages, with their high resolution, sensi-
total enthalpy (H) can be determined from the tivity, and frequency response, are almost ideal
driven tube pressure and the incident-shock for this type of study. The platinum thin-film

Mach number with an uncertainty of ±1.5,. probes shown in Figure 9 were used, in conjunc-

These measurements combine to yield an uncer- tion uith the total temperature instrumentation, to
tainty in the Mach number and dynamic pressure examine the structure of the turbulent boundary

measurements of ±0.8% and ±3.5%, respectively.layer and shear 1ayer.
The thin-film heat transfer gage is a resis-

2.3 Model arid lnc~xumentaxion tance thermometer that reacts to the local surface
2.3.1 Cone'Flare Model temperature of the model. The first step of the

data reduction was to convert the measured volt-

As discussed in the preious subsection, tYe age time history for each gage to a temperature

large conical region of uniform flow that extends time history, taking into account the gage resis-

well into the contoured "D" nozzle allows us to tance, the current through the gage, the gage cali-

generate a constant-pressure boundary layer on a bration factor, and the amplifier gain. The theory

conical model that extends into the nozzle. of heat conduction was used to relate the surface
temperature to the rate of heat transfer. The plati-

For this study, we selected a large 6 c cone num resistance element has negligible heat capac-

with flares of 30 and 360 attached at its base. itv and, hence, negligible effect on the Pyrex-

The cone/flare configuration is shown in Figure 2. substrate surface temperature. The substrate can
The cone angle and length were selected, on the be characterized as being homogeneous and iso-
basis of calculations, to achieve the maximum tropic. Furthermore, because of the short dura-
length over which uniform constant-pressure flow tion of a shock tunnel test, the substrate can be
could be established within the further constraints treated as a semi-infinite body. The final data re-

of tunnel blockage and sting loading. A diagram duction was done using the Cook-Felderman 9 al-

of the cone/flare model and its positioning within gonthm.

the "D" nozzle is shown in Figure 3. In an initial
experiment to demonstrate that this large model The Stanton number, CH, based on the

could be used to produce the required flow, we freestream conditions, was calculated from the

obtained pressure and heat transfer for this model following
equipped with both sharp and blunt nosetips. The q

good agreement between the measured pressure CH = o.U,(Ho-H.) (9)

and heat transfer distributions and theory for

these configurations, shown in Figures 4 through
8, is described in Section 3 and demonstrates that where H,, is the enthalpy at the measured wall

the design and positioning of the model have pro- temperature.
duced the required testing environment.

For the thin-film heat transfer instrumenta-
2.3.2 Heat Transfer Instrumentation tion, the uncertainties associated with the gage

Platinum thin-film instrumentation was calibration and the recording equipment are esti-Plauum tin-flm nstrmenttionwas mated to be ±t5% fox the levels of heating obtained

used to obtain heat transfer measurements on the

surface of the cone/flare model and as the sensing in the preliminary study.

element of the 0.0_5-inch-diameter stagnation
heating probes. Because each of these gages has a

I-MHz frequency response, it can be used to ex-
amine the unsteady characteristics of the turbulent
boundary laver and separated region. The large

IJ
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2.3.3 Pitot and Static Pressure 2.3.5 Flow Visualization 1
Innumentatici We used a single-pass Schlieren system

Calspan-designed and constructed piezo- with a focal length of 10 feet for flow visualization
electric pressure transducers mounted in pitot in these studies. The horizontal knife edge used in

pressure rakes, and beneath orifices in the model these studies was adjusted to give between 151c%
surface, were used to obtain the mean pitot pres- and 50% cutoff. A single microsecond spark was I
sure through the boundary layer and the static triggered close to the end of the steady run time.

pressure along the surface, respectively. The pitot The tunnel windows have 16-inch diameters.

pressure gages had 0.030-inch orifices and were
staggered as shown in Figure 9 to achieve a trans- 3. Results and Discussion
verse spacing of 0.010 inch at the base of the
boundary layer. The experimental stidy had two objectives.

The pressures were converted to absolute First, we sought to generate a model and environ- U
ment in which we could establish a thick, well de-

pressures (psia) by adding the measured ial veloped and defined turbulent boundary layer
vacuum pressure in the test section. The latter was under constant-pressure conditions. We thenthe reference pressure for the transducers. The sought to design, develop, and use instrumenta-U
pressures were then averaged over the time inter- s

val of steady flow to obtain an average value for tion to obtain mean and fluctuating profile meas-
eaci case. The values of the pressure coeffhcients, urements: first, in the constant-pressure boundary

Slayer; then, in regions of strong adverse pressure
C,, were calculated from gradient in regions of shock wave/boundary layer

interaction generated at a cone/flare junction. In
Cr= p/(l/ LcU ) (0 C, the preliminary study, we employed two cone!

flare configurations, one (a 30* flare) that pro-
moted a flow close to incipient separation, and a

where p was the measured model pressure (psia) second (a 360 flare) that promoted a well-sepa-
The uncertainties in the pressure measure- rated flow.

ments associated with the calibration and record- The measurements of the heat transfer and
ing apparatus are ±3%. Again, the variations pressure distributions over the two cone/flare con-
associated with the unsteady nature of the fluid figurations are shown in Figures 4 through 8. The
dynamics can be as large as +15%f¢. measurements of the pressure along the entire

2.3.4 Total Temperature Instrumentatinn length of the cone were in good agreement with
predictions based on Sim's solutions for a sharp I

A significant effort was devoted to the de- cone, and the pressures at the back of the flare
sign and development of a total temperature gage were in good agreement with calculations based
that responded within 2 milliseconds, ithstood on an inviscid shock compression from the cone
the large static and dynamc pressures generated to the flare, as shown in Figures 5 and 6. Based
in regions of shock/boundary layer interacuon i on comparisons and correlations with a large num-
the shock tunnel flows, and was small enough to ber of heat transfer and skin friction measure-
resolve the total temperature in the wall layer. ments made on flat plates and cones in the shock I
The result of this development was a gage 0.030 tunnels and in other high Reynolds number hyper-
inch in diameter that uses a 0.0005-inch butt- sonic facilities, we have found that predictions
welded iron/constantan thermocouple in the ar- based on the Van Dnest(H) technique'0 are in
rangement shown schematically in Figure 10. The best agreement for hypersonic flows over highly
typical response of one of these gages (Figure 11) cooled walls. The Van Driest method is based on
clearly shows that we have adequate time to ob- a transformation to relate measurements in com-
tain accurate measurement. A small amount of pressible flow to those in incompressible flow. 1
radiation (2% of full scale) is applied, and this Here, the measured coefficient of local skin fric-
factor is checked for measurements in the tion and heat transfer rate (Cf and CH) are re-

freestream, where the total temperature is known lated to an equivalent quantity in an I
accurately. The gages were deployed in a stag- incompressible flow (oCf and C) through the rela-
gered array (Figure 9) similar to that employed tionships
for the pitot pressure gages. 3

6I



I
S= F Ae C and CR, = F T, C to calculate this quantity. For our measurements

in transitional and turbulent flows, we found that

The local Reynolds numbers, Reg and Re , based the Reynolds analogy factor was close to unity, as

on the momentum thickness, 0, and on the dis- shown in Figures 12 and 13. Thus, when only heat

tance from the virtual origin, Xv, respectively, are transfer measurements were available, we calcu-

related to similar quantities in the incompressible lated the momentum thickness from the expres-IIplane through the relationships sion 0 = CHdx.

FcCf = FeRce In correlating the measurements made on
FcCf= FxReX the conical models in the expression

FcCH-FRxRex , we employed the Mangler' 3

We have assumed the Karman-Schoen- transformation in the form suggested by Bertran

herr" relationship and Neal' 4 to relate the measurements on the
cones to an equivalent two-dimensional flow. For
an equal distance from the virtual origin of the

loglo(RcxCFi = log o(2Re) 0.242(Cz) - 2  turbulent boundary layer on flat plates and cones,
the local Stanton number on the cone would be

r tlarger than that on a flat plate by the ratioI _ _r xwhere the average skin friction, CF., is related to
the local skin friction, c1 , b(CH)C 0, ne - +

SC, =(242 CF 10 -24 0.S6S6 (CF. (Cjq)f ( -T 'J '

Van Dries:'s analysis is based on the Rx 1 + (R, /Rx)

Prandil-Karman' 2 mixing lenc'h mode!, together
with a compressibility transformation, to describe where n = 0.429 + 0.404 In (Fx " Rex).
the compressible turbulent boundary layer over a By employing the above equation. the measure-
flat plate. From this analysis, the transformation ments on the conical bodies were transformed
or compressibility factors are into the equivalent two-dimensional compressible

plane, and, subsequently, to the incompressible
i3 (Fc)VD = rm,(sin-'a + sin-A f-: plane.

A typical comparison between a large body
(F)V=D AU of heat transfer measurements obtained earlier

and the Van Driest approach is shown in Figure
and F, = F6 F21  14. The good agreement between the heat trans-

fer measurements on the large cone and the Van
where Driest prediction technique suggests that, at bothI a = (2A 2 - B)/(4A2 + B2)"/aand fj= B/(4A2 +B 2)1/2  Mach 11 and 13 (shown in Figures 12 and 13),

the boundary layers are well developed.and

S (TY ' -' l!: T, ( .T T Flowfield surveys were made to determine
* .. A = +ram-- -- - the distributions of pitot pressure, total tempera-ad B I +ture, and total heat transfer at a number of sta-

tions through the interaction region at each of the
where a recovery factor, r, of 0.89 was used, and flow conditions described above. Figures 15 and
Me _ 1 A1, 16 show the pitot and total temperature measure-

2 ments for the Mach 11 condition with a 30' flare.
To compare the prediction methods with The profiles, which were obtained at 2, 1.2, 0.8,

the experimental measurements in the and 0 inches ahead of the cone/flare junction, in-
CfFc - FRe plane, the momentum thickness. 0, dcate that there is veryl
must be calculated. We have used the relaion-

I7



at this condition. (A similar set of measurements u 1 -
for the 360 flare is shown in Figures 17 and 18.) - =-Iny + C

u, K
1+ -1 _ Ct I _e)T

T 1 C)(1 + Tm)! 1- However, because the wake region of the flow is

2 so extensive, Maise and McDonald's have sug-

T, [Ct (I+, ] re u gested that the Coles's wake function be included: 5

0<Cg<0.5; C 1 =0 for Crocco, Ct=0.5forquadratic. _u--,= yT +(+ )

These measurements are compared with They, in fact, suggest a defect form of this rela-
the Ci-occo relationship between enthalpy and ve- tionship:
locity in Figure 19. It is clear that our measure- U: I
ments follow a parabolic relationship u- =f 1n+ C(2- )

= + y I Comparisons between our measurements in each
%~cone 2 2  L2 - (- 1) of the incompressible formats are shown in Fig-

ures 20 and 21. It is clear that the transform is not
u, (A, (T l.+m as successful at these high Mach numbers as it has

,M - m) been below Mach 5. Comparisons between the
measurements and these prediction techniques in

rather than Crocco's linear relationship the compressible plane are shown in Figure 22. It
can be seen that this is a relatively insensitive way

T. = U -of examining the measurements.
= I +B A:

T,, ( J L1,J4. Oncoing Studies

In the past, it has been assumed that the "fuller We are now study-ing the mean and fluctu-
than Crocco" velocity profile obtained in studies ating turbulent flow structure over two basic flow I
over tunnel walls was associated with turbulent axisymmetric configurations: (i) a large cone/flare
nonequilibrium effects related to the strong favor- model (Figure 23) and (ii) an axisymmetric
able pressure gradient upstream on the nozzle curved compression ramp (Figure 24). The meas-
wall; however, no such explanation can be ad- urements made in each of these flows are de-
vanced to explain our results. signed principally to examine the response of the

Of the transformation techniques that have turbulent flow structure in a flow strained by an

been postulated to cast the compressible flow adverse pressure gradient-in one case, with a

measurements into an equivalent incompressible strong embedded shock system. Flowfield meas-

form, the relationships derived by Van Driest urements with both non-intrusive and intrusive in-

have received the greatest support. Van Driest strumentation are focused on obtaining the I
starts with the assumption that the Crocco rela- streamwise variation of turbulent scale size

tionship is valid and uses the mixing length theory through the interaction regions. We are examin-

to calculate the Reynolds stresses in the flow. By ing the surface and flowfield fluctuation measure-

inspection, the transformation is ments to determine shock/turbulence interaction
and the magnitude and mechanisms of large-scale

2A' . - B flow instabilities in separated interaction regions.
Ue l (ie-j Direct measurements of density and density fluc-
- A (B'(n-+,42)" tuation with the electron-beam fluorescence

I B equipment enable us to determine directly the

+B s A magnitude of turbulent compressibility effects in
A ( ^- +4A 2)1,'2these flows. The experimental studies are being

The original form of the incompressible law of the conducted at freestream Mach numbers of 11, 13,

wall relationship is and 15, which give conditions on the cone from 3
I
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I

Mach 9 to 12 where we believe compressibility ef- teferometry, and using a combination of total tem-
fects are of importance. The large model scale perarure and total pressure measurements. Static
enables us to obtain boundary layer thicknesses temperatures can be determined directly from the
up to 2 inches, which give good resolution at the electron-beam measurements and from a combi-
base of the viscous layer as well as generate high nation of probe measurements. The major efforts
Reynolds number, fully turbulent flows, in analysis of the measurements are being directed

The models are equipped with high-fre- to definition of the turbulent and unsteady struc-

quency heat transfer, skin friction, and pressure ture of these flows. Knowledge of the streamwise

instnmentation. The major flowfield instrurnen- and transverse variations of turbulent scale size

tation is electron-beam fluorescence equipment, through the interaction regions is of key impor-

installed as shown schematically in Figure 25. tance to the evaluation of the models of turbu-

The traverse mechanism shown in Figure 26 en- lence. Scale size measurements are to be deter-

ables flowfield measurements to be made at mined independently from cross-correlations of

streamwise stations encompassing the complete in- transverse-fluctuation measurements with those

teraction region. High-frequency thin-film, pitot obtained using electron-beam, pitot pressure, and

pressure, and total temperature measurements thin-film instrumentation. Turbulent spectra will

can be made at each streamwise station of inter- also be obtained from the various measurement

est. The large aperture optical system being used techniques to provide the correlations required for

is designed to enable us to record and analyze tur- evaluating the turbulence models and for provid-

bulent fluctuation measurements up to I NlHz. ing insight into the fluid mechanics associated with
These optics give us the ability to obtain a compressibility effects, shock/turbulence interac-

0.010-inch resolution across the 1.5-inch bound- tion, and large-scale flow unsteadiness.
ary layer, as shown in Figure 27. 5. Summary and Conclusions

Detailed flowfield fluctuation measurements
are being made for three cone/flare configurations An experimental study has been conducted
to obtain attached, incipient separated, and well- to examine the detailed flowfield structure of a
separated flow, respectively. Figure 26 shows the separated boundary layer flow over a large cone/
basic cone/flare model configuration with the flare model. In this study, the structure of the
electron-beam optics installed and the separated separating boundary layer was examined with
flow generated by a 36' ramp (flare). Two addi- pitot, total temperature, and laser holography

uonal ramp angles. of 330 and 280 are being e-- measurements. These measurements suggest that
ployed in these studies. Additional studies of the the total temperature/velocity relationship in the
response of turbulence to adverse pressure gradi- cone boundary layer is quadratic rather than the
ents are being conducted for the axisymmetric usually assumed linear form suggested by Crocco.
curved compression ramp model shown in Figure The Van Driest transformation, which has been
28. Here, the turbulence is not subjected to as used successfully in supersonic flows over adi-
great an adverse pressure gradient, and we do not abatic walls to relate the measured velocity to
expect the shock/turbulence interaction associ- similar measurements in subsonic flow, is appar-
ated with the shock system embedded within the ently not as effective in hypersonic flows over
boundary layer to be as significant. highly cooled walls. The measurements portray

Double-pulsed holographic interferometry the rapid change in the structure of the sublayer
is being used to determine both the mean flow- as separation takes place, as well as the formation
field density distribution and, with pulse separa of strong shock waves in the turbulent shear layer.
tions of the order of I microsecond, the variation Studies are now being made to examine the

of turbulent scale size through the interaction re- mean and fluctuating characteristics of boundary
gion. The mean distributions of flow properties layers and separated shear layers in regions of ad-
across the boundary layers and shear layers are verse pressure gradient and shock wave/turbulent
being determined from the probes and from the boundary layer interaction. In these studies, con-
electron-beam and interferometry measurements, ducted at Mach numbers between 8 and 16, high-
so we have a number of independent ways of cal- frequency heat transfer, skin friction, and
culating the same property. For example, the pressure measurements are being made on a large
mean density can be deduced independently from cone/flare model and an axisymmetric curved
measurements using the electron beam, using in-

* 9



compression ramp model. Flowfield measure- y Normal Distance from Surface I
ments are also being made with high-frequency As Defined in Section 3
pitot pressure, hot-film, and total temperature in-

strumentation, and advanced electron-beam fluo- GREEK SYMBOLS

rescence and holographic interferometry tech- y Ratio of Specific Heat
niques will be used to make non-intrusive meas-
urements of the mean and fluctuating density and 6 Boundary Layer Thickness
the static temperature distributions throughout the 6F, 6 FLARE Flare Angle I
flowfields. 0 Momentum Thickness

Nomenclature I' Viscosity 3
As Defined in Section 3

A As Defined in Section 3 Density

a Speed of Sound SUBSCRIPTS
B As Defined in Section 3 b Boundary Layer

C Constant BE Beginning-to-End

CF Average Skin Friction Coefficient C As Defined in Section 3

C1  Local Skin Friction Coefficient c As Defined in Section 3

CH, CH Stanton Number cone Cone Value IICP CP Pressure Coefficient e Edge

cT Specific Heat at Cons:an Flat-Plate Value3
Prir Incident

C, As Defined in Section I

F, As Defined in Section 3 i Incompressible

FR As Defined in Section 3 IDEAL Ideal Gas

Fe As Defined in Section 3 P Perfect Gas

H Total Enthalpy REAL Real Gas 3
i'D \Van Driest

K MLxing Length ConstanI D

A! Mach Number w Wall

, l, x Distance from Virtual Origin

p2sr As Defined in Section 3P Pressure

PQ Pitot Pressure 0 Stagnation Value 3
1 Initial Value

q As Defined in Section 3

4 Heat Transfer Rate 1, 4 Regions 1 and 4 As Defined inq Het Tanser ate1,4Figure 1 (b)

q . D y n a m ic P r e s s u r e 
F i e etr e V a l u

= Freestreamn Value

Gas Constant SUPERSCRIPT
Re Revnolds Number Incompressible Conditions I
Re# As Defined in Section 3
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I Abstract Nomenclature

A code validation study has been conducted for four dif- C skin-friction coefficient, 2r,/P.u
ferent codes for solving the compressible Navier-Stokes Ch heat-transfer coefficient, 4/poouoo(Ho - H.)
equations. Computations for a series of nominally two- C'p pressure coefficient, 2p/pou'
dimensional high-speed laminar separated flows were H total enthalpy
compared with detailed experimental shock-tunnel re- L reference length
suits. The shock wave-boundary layer interactions con- M Mach number
sidered were induced by a compression ramp in one case P pressure
and by an externally-generated incident shock in the sec- q heat-transfer rate
ond case. In general, good agreement was reached be- Re unit Reynolds number, P,,u,,/m.
tween the grid-refined calculations and experiment for T temperature
the incipient- and small-separation conditions. For the U streamwise velocity
most highly separated flow, three-dimensional calcula- z streamwise coordinate
tions which included the finite-span effects of the exper- a angle of attack
iment were required in order to obtain agreement with 0 shock angle
the data. The finite-span effects were important in de- "I ratio of specific heats
termining the extent of separation a well as the time 9 compression-ramp or wedge angle
required to establish the steady-flow interaction. The re- 11 molecular viscosity
suits presented provide a resolution of discrepancies with P density
the experimental data encountered in several recent conk- T shear stress
putational studies. subscripts

a reattachment point
*Computationai Methods Branch. Member AIAA. s separation point
tAnalytical Methods Branch. Associ..e Fellow AIAA. w walltComputational Motods Brnch. Associate Fellow AIAA. cc free stream
IAerothermodynamics Branch. Senior Member AIAA.3CFD Department. Member AIAA. Irducion

The need for development and validation of compu-
This paper is declared a work of the U.S. Government and tational methods for solving the Navier-Stokes equations
is not subject to copyright protection in the United States. for high-speed flows has increased because of the National
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Aero-Space Plane project. The propulsion system of ad- difference splitting technique of Roe. The reconstruc-
vanced hypersonic vehicles will likely use the external ve- tion of the cell-centered variables to the cell-interface lo-
hicle contours as compression and expansion surfaces for cations is done using a monotone interpolation of the
the inlet and nozzle, respectively. Thus, the integration primitive variables such that third-order accuracy in one-
of the engine and airframe is an important design con- dimensional inviscid flow is obtained. The differencing
sideration. This design process relies heavily upon the for the diffusion terms representing shear stress and heat
development of computer codes with appropriate geomet- transfer effects corresponds to second-order-accurate cen- I
ric flexibility and physical models since many of the high tral differencing so that the global spatial accuracy of the
Mach-number, high enthalpy flow conditions the vehicle method is second order. The time-differencing algorithm
may encounter in flight cannot presently be simulated in is a spatially-split approximate-factorisation scheme. 3
ground-based facilities. USA-PG2

Before such a code can be used with confidence as an The second of the upwind codes, USA-PG2 (Uni-
analysis or design tool, the range of validity of the solution fied Solution Algorithm-Perfect Gas, 2-D), was devel-
procedure and physical modeling must be known. The oped by Chakravarthy4 and solves the full Navier-Stokes
verification process typically involves three distinct types equations. The corresponding three-dimensional ver-
of testing: (1.) internal consistency checks; (2.) compar- sion is designated USA-PG3. In these codes, the
isons with other codes; and (3.,' comparisons with exper- convective terms are modeled using a family of high_ I
imental data. The first of these tests consists of checking accuracy Total-Variation-Diminishing (TVD) upwind-
the code for proper conservation of mass, momentum, biased finite-volume schemes based on Roe's approximate
and energy. The simplest such test would be verifying Riemann solver. Second-derivative viscous terms, except
that the code can preserve free-stream flow. Other tests cross-derivative terms, are modeled with conventional
would include the computation of flows for which ana- central-difference approximations. The cross-derivative
lytic solutions are available. In these tests, studies can terms are treated so that their discretisation also con-
be made of the effects of grid refinement and parameter tributes to the diagonal dominance of the implicit time Ivariations in the numerical scheme. The second level of discretization. For the present calculations, the implicit
testing is the comparison of computed results with those formulation was solved using approximate-factorisation
obtained using other similar but well-established codes methods.
that also solve the Navier-Stokes equations. Compar-
isons could also be made with results from boundary-layer LAURA
codes or space-marching parabolized Navier-Stokes codes The third upwind code, LAURA (Langley Aerother-
for appropriate test problems. The third level of testing is modynamic Upwind Relaxation Algorithm), is a finite- I
the comparison of computed results with highly-accurate volume, single-level storage implicit upwind-differencing
benchmark experimental data sets. algorithm developed by Gnoffo' "6 to solve both the full

The present paper describes a comparison of computed and thin-layer Navier-Stokes equations with particular U
results from four different computer codes for solving the emphasis on external, reacting, hypersonic flows over
compressible Navier-Stokes equations with experimental blunt bodies with detached shock waves. The perfect-gas
data for two different test problems. Both of these test version was implemented in the present study. The invis-
problems have features typical of high-speed internal flow cid components of flux across cell walls are described with
problems of practical importance in the design and analy- Roe's averaging and Harten's entropy fix with second.
sis of the inlet portion of a scramjet engine on an advanced order corrections based on Yee's Symmetric TVD scheme.
hypersonic vehicle. Previous related code-validation stud- The viscous terms are discretized using central differ. I
ies are given by Rudy et al.' a,d Thomas et al.2  ences. A point-implicit relaxation strategy is used.

NASCRIN

Description of Codes The fourth computer code, NASCRIN (Numeri- I
cal Analysis of SCRamjet INlets), was developed by

CFL3D Kumar?' s and uses the original unsplit explicit technique

Three of the four computer codes use similar recently- of MacCormack g to solve the full Navier-Stokes equa- I
developed upwind technology. The first of these, CFL3D tions. This technique is a two-step, predictor-corrector
(Computational Fluids Laboratory 3-D code), was devel- scheme which is second-order accurate in both space and
oped by Thomas for the thin-layer Navier-Stokes equa- time. Fourth-order artificial viscosity based on the gradi-
tions and is described in Ref. 3. This code uses a ents of pressure and temperature is used near shock waves
finite-volume method in which the convective and pres- to suppress numerical oscillations.
sure terms are doscretized with the upwind-biased flux- 3
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Test Cases wedge with a flat-plate boundary layer in hypersonic flow.

The features of this flow field are very similar to those

The two test cases considered in the present study are produced by the compression corner. In this case, the

shown schematically in Fig. 1. Bot, cases are hypersonic incident shock produces a separated-flow region. Down-

flows with viscous/inviscid interactions typical of those stream of this region, the boundary layers thins rapidly

found in the flow field within the propulsion system of a due to the compression. As in the first case, measure-
hypersonic vehicle. The first of these test cases was the ments were made in the centerplane of the model which

two-dimensional flow over a compression corner formed had a spanwise length judged sufficient to produce two-

by the intersection of a flat plate and a wedge tested dimensional flow in the measurement region. The experi-
by Holden and Moselle' ° in the Calspan 48-inch Shock mental data were obtained by Holden" s in the Calspan 48-

Tunnel. The flow field shown in Fig. 1(a) shows the inch Shock TunneL The nominal flow conditions for this

separated flow which forms in the corner region for a suf- case were M. = 15.6, Too = 77'R, and Re = 1.36x10 5

ficiently large wedge angle. Downstream of the retrach- per foot. The wall temperature, T., was 535*R. So-

ment point, the boundary layer thins rapidly due to the lutions were computed for two different shock-generator

compression, resulting in large increases in skin friction wedge angles, 4.0170 and 6.450. As in the compression-

and heat transfer on the wedge surface. Furthermore, the corner experiments, the flow was completely laminar and

compression waves produced by the corner coalesce into a real gas effects were not significant.

shock wave which intersects with the leading-edge shock,
producing an expansion fan and a shear layer, both of Results and Discussion
which affect the flow on the ramp. Three wedge angles Compression-corner case
tested by Holden and Moselle are considered here. The
flow remained attached on the 15-degree wedge, a small Comparisons were made between the computed solu-

separated-flow region occurred with the 18-degree wedge, tions from all four codes and experimental data for the

and a large separated-flow region was produced by the 15- and 24-degree wedges using two different grids. The

24-degree wedge. first grid had 51 points in the streamwise direction and
51 points in the vertical direction. In the streamwise di-

The nominal flow conditions for this case were Moo rection, the grid was clustered near the leading edge of

14.1, T = 160R, and Re -7.2x0' per foot. The the flat plate and in the corner region. In the normal
wall temperature, T,,1, was 535dR. The Reynolds number the grid was clustered near the model surface.
was low enough that the flow remained completely lam" Above the wedge, a simple sheared grid was used, produc-
inar, thereby eliminating the issue of turbulence model- ing a non-orthogonal grid in this region. A second grid
ing from the present study. Furthermore, even though with twice the resolution was constructed from the first
the free-stream Mach number was high, the free-stream grid using 101 points in each direction while maintaining
temperature was low enough that there were no signifi. the same grid stretching.
cant real-gas effects. In the experiment, values of surface
pressure, skin friction, and heat transfer were measured 150 wedge. Fig. 2(a) shows a comparison of the com-

in the centerplane of the model which had a spanwise puted surface-pressure coefficient with experimental val-

length that was thought to be sufficient to produce two- ues for all four codes on two different grids. The pressure

dimensional flow in the measurement region. coefficient is plotted as a function of x/L, where x is mea-
sured from the leading edge of the flat plate and L is the

This test case has been used in previous computational length of the flat-plate portion of the model. As shown,
studies by other investigators. The first computation us- there are only very slight differences in the predictions
ing the full Navier-Stokes equations for this case was made from the four codes for the 51 x 51 grid; however, the
by Hung and MacCormack." They obtained good agree- four solutions are virtually identical for the 101 x 101
ment with the experimental data for the 15- and 18-degree grid. The computed pressures are generally higher than
wedges, but their solution significantly underpredicted the experimental values even on the flat-plate portion of
the size of the separated-fow region for the 24-degree the modeL However, the computed pressures were in ex-
wedge. Recent studies have been presented by Power and cellent agreement with those given by hypersonic strong-
Barber,' 2 Ng et al., 13 and Risetta and Mach.' In ad- interaction theory (not shown). The corresponding cor-
dition, the fully-attached flow with the 15-degree wedge parison of the computed surface heat-transfer coefficient

has been used for comparisons with computations using with experimental values for all four codes on the two
the parabolized Navier-Stokes equations in various stud- grids is shown in Fig. 2(b). As with the pressure coeffi-
ies such as in Refs. 15 to 17. cient, the calculations on the 101 x 101 grid produce the

The second test case, shown in Fig. 1(b), was the inter- best agreement among the codes. The largest differences
action of an incident shock produced by a shock-generator occur along the ramp. The trends in the experimental
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data are again predicted well, but the computed values 101 grid differed from the experimental value by approx- I
are generally slightly higher than those found in the ex- imately 23 percent. For the 24-degree wedge, the com-
periment. puted extent of separation differed from the experimen-

240 wedge. Fig. 3 shows the streamlines in the flow tal value by approximately 48 percent for the 101 x 101

field of the 24-degree wedge computed using the USA- grid. The 21-degree wedge case produced a computed

PG2 code. The large size of the separated-flow region separated-flow region comparable in size to that found

and the thinning of the boundary layer on the ramp down- experimentally with the 24-degree wedge. Fig. 7 shows U
stream of the reattachment point can be clearly seen. Fig. the positions of the upstream and downstream boundaries

4 shows the comparison of the computed surface-pressure of the separated-flow region for this ce as functions of

coefficient with experimental values for this case. The time. As shown, it required significantly more time than

four codes predict different extents of separation even 4 ms. for the computed flow field to reach its steady-state

with the 101 x 101 grid. A solution using a 201 x 201 grid even for a separated-flow region with a size comparable

was also made with CFL3D. The predictions for surface to that found in the experiments.

pressure, skin friction, and surface heat transfer for this Three-dimensional calculations. Since the results from
grid were almost identical to those found with the 101 x the two-dimensional computations did not match the
101 grid with only a slight increase in the predicted extent experimental data, three-dimensional calculations were
of separation. Therefore, the 101 x 101 grid calculation made with CFL3D to investigate the possibility of flow
with CFL3D can be considered to be sufficiently grid- in the spanwise direction affecting the flow in the center
refined for this flow. All four of the codes demonstrated of the plate. For the experimental data for which com-
a trend with grid convergence towards a similar longitu- parisons are shown below, no side plates were used. Thedinal extent of separation which is much larger than that spanwise length of the plate was 2 ft. Calculations were
found in the experiment. As a result of the larger sep- made with two different grids, 51 x 51 x 25 and 101 x

aration extent, the shock interaction is altered, moving 101 x 25. Because the flow is symmetric about the cen-
the peak value of pressure on the ramp downstream in terplane, the computational domain included only half of I
comparison to the experiment, the plate. The spanwise grid contained 19 points on the

Time-accurate computations. In order to help resolve plate and 6 points in the free stream. Approximate su-
these differences between the computation and experi- personic outflow boundary conditions were used at thement, time-accurate calculazions were made with three sides of the computational domain outside of the rampof the codes to study the question of whether the ex- surface. Fig. 8 shows results from the calculation withperioental data might have been obtained before steady a 101 x 101 grid in each streamwise plane. The stream-flow had been fully established during the short run time lines in the flow very near the model surface are visualized Iavailable in the shock tunnel. The flow in the experiment using particle traces. The separation and reattachmentreached a steady state in approximately 4 ins., and the lines show that the size of the separated-flow region de-total run time was approximately 10 is. Fig. 5 shows creases across the plate from the centerplane to the edge.

the solutions obtained with CFL3D at five intermediate The pressure contours in the downstream plane on the
times one millisecond apart between 1 and 5 ma. These ramp at the end of the computational domain show an
results are representative of the time variation computed expansion of the flow in the spanwise direction near the
with all three of the codes used, CFL3D, USA-PG2, and edge of the plate to reduce the pressure to the free-stream
NASCRIN. It can be seen that the separated-flow region value. A comparison of the computed 2-D and 3-D t en-
in predicted reasonably well at a point in time between terplane surface-pressure distributions with the experi.
2 and 3 me., but the size of the region continues to in- mental data are shown in Fig. 9 using solutions from

crease as the solution is fkrther advanced in time. It took CFL3D for all of the grids used in the present study. As

more than 12 ms to establish steady flow in the compu- shown, the three-dimensional effects produce a smaller

tations, which is more than the testing time available in separated-flow region in the centerplane than that pre-

the experiment, dicted in the two-dimensional calculations. Furthermore,
the size of the separated-flow region and the pressure level

Calculations were also made with CFL3D for wedge an- in that region are in excellent agreement with the data
gles of 18, 19.5, 21, and 22.5 degrees. (Calculations made for the finest mesh in the 3-D calculation. However, the
with USA-PG2 for 18. and 21-degree wedges verified the computed pressure rise on the surface of the wedge dif.
CFL3D results.) The results of these computations are fers from the experiment even though the peak value is
summarized in Fig. r, which shows the effect of wedge well-predicted.
angle on the size of the separated-flow region. For the F
am . st separated-flow region, which occurred with the Fig. 10 shows the normalized locations of the upstream
18-degree wedge. the extent of separation using a 101 x and downstream boundaries of the separated-flow region

4
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as functions of time for both the 2-D and 3-D computa- nificantly less than the present calculations indicate are
tions with CFL3D for the 24-degree wedge. Quite surpris- required for the flow to establish a steady state.
ingly, the time to establish the steady state for the 3-D Shock-boundary layer interaction case
flow is dramatically less than that required for the 2-D
flow. For the 3-D computation, a steady-state has been Computations were made for two of the five shock-

established in approximately 4 ms, which is in agreement generator-wedge angles tested by Holden at MA = 15.8.

with the experiment. These angles were 4.017' and 6.450, which represent the
Sctsmallest and the next-to-the-largest angles tested. The

Angle-of-attack correction. It was found that incorpo- first set of calculations was made in two parts. The flow
rating a one-degree angle of attack significantly improved over the shock-generator wedge was computed separately
the agreement with the experimental data in all cases for using CFL3D. The shock angle obtained from this cal-

l culation was then used to specify the flow at the upperall quantities. The one-degree angle-of-attack correctioncuainwsteuedospiythflwtteupr

was used previously by Lawrence et al.17 Fig. 11 shows boundary of the computational domain used to compute
the computed surface-pressure coefficient for both the 15- flow over the fiat plate. For 0 = 4.0170, computations
and 24-degree wedges with and without the angle-of- were made for three of the codes, CFL3D, USA-PG2,
attack correction. The correction brought the computed and NASCRIN. For 9 = 6.450 , computations were made
values into agreement with the data on both the flat-plate using only CFL3D and USA-PG2. The grid for the fiat

and wedge portions of the model. Similar improvements plate had 151 points in the streamwise direction which
were found for the skin friction and surface heat transfer, were clustered near the leading edge of the plate and in

Summary comparisons. Fig. 12 shows a summary corn- the shock-boundary layer interaction region. The grid in
parson of the CFL3D solutions with with experimental the normal direction extended 3 inches above the surface
data for each of the three wedges. The 3-D solution in of the plate and had 81 points which were clustered near
the centerplane in shown for the 24-degree wedge, and 2-D the wall. For 0 = 4.017', the shock angle, f, was 8° ,
solutions are shown for both the 15- and 18-degree cases. and the shock crossed the upper boundar', at the grid
In each case, the one-degree angle-of-attack correction is point at x=0.912 inches. In this case, the shock posi-
used as well as the exact free-stream condtions measured tion required to properly match the shock-impingement
in the experiment. These flow conditions were slightly location was actually upstream of that estimated from
different from the nominal values listed above. Excellent the analysis of the computed shock-generator-wedge flow
agreement of the calculations with experimental data was field. For 9 = 6.45', the shock angle was 10.50 and the
found for pressure, heat transfer, and skin friction for all shock crossed the upper boundary at the grid point at
three wedge angles. x=6.429 inches.

The present results reconcile several discrepancies be- A comparison of the computed surface-pressure coef-
tween numerical computations and experiment for the 24- ficient with experimental data for both wedge angles is
degree compression ramp presented in the literature. The shown in Fig. 13. The results for the two upwind codes
original work of Hung and MacCormack" in 1976 corn- are virtually identical. The pressure rise in the interac-
pared well with the 15- and 18-degree ramp deflections tion region computed by NASCRIN occurs slightly down-
but underpredicted the extent of separation for the 24- stream of the upwind predictions. This difference is a
degree deflection. This can be attributed to the coarse- consequence of the shock wave being introduced along
ness of the computational grid in that study since the the upper boundary one-half grid cell further downstream
present investigation indicates that the 24-degree corn- in the finite-difference method than in the two upwind
pression ramp requires a much finer gtid than that re- methods. The expansion downstream of the interaction
quired with the lower angles to attain grid convergence, region is not predicted for either wedge angle by any of
The more recent work of Ng et al." and Rissetta and the methods.
Mach' 4 with much finer grids indicate a separation ex- Comparisons of the computed skin-friction coefficient
tent that is much larger than experiment for the 24- and surface heat-transfer coefficient are shown in Figs.
degree case. These results are consistent with those of 14 and 15, respectively. The differences between the so-
the present study in that incorporation of the three- lutions from the two upwind methods are very small, and
dimensional effect due to spanwise extent is required in the overall levels and trends of the heat-transfer and skin-
order te agree with experiment. Finally, the recent work friction data upstream of and through the interaction re-
of Power and Barber 2 indicates less separation than ex- gion are well-predicted.
periment, in contrast to the present results. This smaller
predicted extent of separation is believed to be due to a Computations were also made using CFL3D which in-

termination of the calculations after the free stream had cluded the flow over the shock generator wedge as well

swept the computational domain four times, which is sig- as the flow over the plate as part of a single simulation.

* 5
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The grid for this case is shown in Fig. 16(a). The grid required to establish the steady-flow interaction. The re.
over the flat plate remained the same as in the previ- suits presented provide a resolution of discrepancies with
ous calculations, and the grid near the wedge contained the experimental data encountered in several recent com-
the same amount of clustering in the normal direction as putational studies.
the grid near the plate. The grid contained 191 points The present study demonstrated that the four codes
in the streaxnwise direction and 151 points in the normal are capable of accurately representing both qualitatively
direction. The upper boundary downstream of the trail- and quantitatively the types of complex hypersonic flowsing edge of the shock generator wedge was simulated as with strong viscous-inviscid interactions considered. For

a flat plate parallel to the free-stream flow. Contours of sufficiently-refined gri the predictions from the codes
pressure and Mach number for the e = 6.450 simulation were in good agreement with each other and with exper-
are shown in Figs. 16(b) and (c), respectively. The pres- imental data considered to be benchmark data for these
sure contours illustrate the intersection of the wedge and types of flows. The emphasis of the present study was
fiat-plate leading-edge shocks as well as the interaction of the grid-refined accuracy of the codes and, therefore, the
the wedge shock with the flat-plate boundary layer. The study did not address either the issue of the relative ef-
Mach-number contours highlight the boundary-layer de- ficiency of the codes or the minimum computational re-

velopment and the shock waves and also indicate a sep- quirements to simulate the flows considered.

aration sone in the interaction region on the lower flat q

plate. The corresponding calculation for the case with Acknowledgmentse = 4.017* produced a wedge shock which impinged on
the flat-plate boundary layer downstream of the mea- The authors thank M. S. Holden of the Calspan-UB
sured impingement, consistent with the observation noted Research Center for fruitful discussions related to the ex-
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